Characterization of Nanophase Materials. Edited by Zhong Lin Wang
Copyright © 2000 Wiley-VCH Verlag GmbH
ISBNs: 3-527-29837-1 (Hardcover); 3-527-60009-4 (Electronic)

Characterization of
Nanophase Materials

Edited by
Zhong Lin Wang

$WILEY-VCH



Other titles of interest:

Janos H. Fendler
Nanoparticles and Nanostructured Films

S. Amelinckx, D. van Dyck, J. van Landuyt, G. van Tendeloo
Handbook of Microscopy

N. John DiNardo
Nanoscale Characterization of Surfaces and Interfaces



Characterization of Nanophase Materials. Edited by Zhong Lin Wang
Copyright © 2000 Wiley-VCH Verlag GmbH
ISBNs: 3-527-29837-1 (Hardcover); 3-527-60009-4 (Electronic)

Characterization of
Nanophase Materials

Edited by
Zhong Lin Wang

%)WILEY-VCH

Weinheim - New York - Chichester - Brisbane - Singapore - Toronto



Characterization of Nanophase Materials. Edited by Zhong Lin Wang
Copyright © 2000 Wiley-VCH Verlag GmbH
ISBNs: 3-527-29837-1 (Hardcover); 3-527-60009-4 (Electronic)

Prof. Z. L. Wang

School of Materials Science and Engineering
Georgia Institute of Technology

Atlanta, GA 30332-0245

USA

This book was carefully produced. Nevertheless, editor, author and publisher do not warrant the
information contained therein to be free of errors. Readers are advised to keep in mind that state-
ments, data, illustrations, procedural details or other items may inadvertently be inaccurate.

First Edition 2000

Library of Congress Card No. applied for
A catalogue record for this book is available from the Britsh Library

Deutsche Bibliothek Cataloguing-in-Publication Data:
Ein Titeldatensatz fiir diese Publikation ist bei Der Deutschen Bibliothek verfiigbar.

© WILEY-VCH Verlag GmbH, D-69469 Weinheim (Federal Republic of Germany), 2000

Printed on acid-free and chlorine-free paper.

All rights reserved (including those of translation in other langauges). No part of this book may be
reproduced in any form — by photoprinting, microfilm, or any other means — nor transmitted or trans-
lated into machine language without written permission from the publishers. Registered names, trade-
marks, etc. used in this book, even when not specifically marked as such, are not to be considered unpro-
tected by law.

Composition: Kithn & Weyh, D-79111 Freiburg
Printing: Strauss Offsetdruck, D-69509 Morlenbach
Bookbinding: Wilhelm Osswald & Co., D-67433 Neustadt

Printed in the Federal Republic of Germany.



Characterization of Nanophase Materials. Edited by Zhong Lin Wang

Copyright © 2000 Wiley-VCH Verlag GmbH

ISBNs: 3-527-29837-1 (Hardcover); 3-527-60009-4 (Electronic)

List of Contributers

S. Amelinckx

EMAT

University of Antwerp (RUCA)
Groenenborgerlaan 171
Antwerp B-2020

Belgium

Moungi G. Bawendi

Department of Chemistry, 6-223
Massachusetts Institute of Technology
Cambridge, MA 02139

USA

C. Burda

School of Chemistry and Biochemistry
Georgia Institute of Technology
Atlanta GA 30332-0400

USA

A. Chemseddine

Physikal Chemistry Department (CK)
Hahn-Meitner-Institut

Glienicker Strafe 100

14109 Berlin

Germany

Lifeng Chi

Physikalisches Institut
Westfilische Wilhelms-Universitit
Miinster

Wilhelm-Klemm-Straf3e 10

48149 Miinster

Germany

Walt de Heer

School of Physics

Georgia Institute of Technology
Atlanta GA 30332-0430

USA

Mostafa A. El-Sayed

Laser Dynamics Laboratory

School of Chemistry and Biochemistry
Georgia Institute of Technology
Atlanta GA 30332-0400

USA

Stephen Empedocles

Department of Chemistry, 6-223
Massachusetts Institute of Technology
Cambridge, MA 02139

USA

Gregory J. Exarhos

Pacific Northwest National Laboratory
Battelle Blvd.

Richland, Washington 99352

USA

Travis Green

Laser Dynamics Laboratory

School of Chemistry and Biochemistry
Georgia Institute of Technology
Atlanta GA 30332-0400

USA

Blair D. Hall

Measurement Standards Laboratory
Caixa Postal 6192 — CEP 13083-970
Campinas, Sao Paulo

Brasil (Brazil)

C. Landes

Laser Dynamics Laboratory

School of Chemistry and Biochemistry
Georgia Institute of Technology
Atlanta GA 30332-0400

USA

S. Link

Laser Dynamics Laboratory

School of Chemistry and Biochemistry
Georgia Institute of Technology
Atlanta GA 30332-0400

USA



VI List of Contributers

R. Little

Laser Dynamics Laboratory

School of Chemistry and Biochemistry
Georgia Institute of Technology
Atlanta GA 30332-0400

USA

Jingyue Liu

Monsanto Company
Analytical Sciences Center
800 N. Lindbergh Blvd., U1E
St. Louis, Missouri 63167
USA

Jun Liu

Pacific Northwest National Laboratory
Battelle Blvd.

Richland, Washington 99352

USA

Meilin Liu

School of Materials Science

and Engineering

Georgia Institute of Technology
Atlanta GA 30332-0245

USA

Robert Neuhauser

Department of Chemistry, 6-223
Massachusetts Institute of Technology
Cambridge, MA 02139

USA

Janet M. Petroski

Laser Dynamics Laboratory

School of Chemistry and Biochemistry
Georgia Institute of Technology
Atlanta GA 30332-0400

USA

Christian Rothig

Physikalisches Institut
Westfilische Wilhelms-Universitét
Miinster

Wilhelm-Klemm-Straf3e 10

48149 Miinster

Germany

Zhong Shi

School of Materials Science

and Engineering

Georgia Institute of Technology
Atlanta GA 30332-0245

USA

Kentaro Shimizu

Department of Chemistry, 6-223
Massachusetts Institute of Technology
Cambridge, MA 02139

USA

Daniel Ugarte

Laboratorio Nacional de Luz Sincrontron
Caixa Postal 6192 — CEP 13083-970
Campinas, Sao Paulo

Brasil (Brazil)

G. Van Tendeloo

EMAT

University of Antwerp (RUCA)
Groenenborgerlaan 171
Antwerp B-2020

Belgium

Li-Qiong Wang

Pacific Northwest National Laboratory
Battelle Blvd.

Richland, Washington 99352

USA

Zhong Lin Wang

School of Materials Science
and Engineering

Georgia Institute of Technology
Atlanta GA 30332-0245

USA

Daniela Zanchet

Laboratorio Nacional de Luz Sincrontron
Caixa Postal 6192 — CEP 13083-970
Campinas, Sao Paulo

Brasil (Brazil)



Characterization of Nanophase Materials. Edited by Zhong Lin Wang
Copyright © 2000 Wiley-VCH Verlag GmbH
ISBNs: 3-527-29837-1 (Hardcover); 3-527-60009-4 (Electronic)

Contents
List of Contributers v
List of Symbols and Abbreviations X1

1 Nanomaterials for Nanoscience and Nanotechnology
Zhong Lin Wang

1.1 Why nanomaterials? 1
1.2 Characterization of nanophase materials 6
1.3 Scope of the book 9

References 10

2 X-ray Characterization of Nanoparticles
Daniela Zanchet, Blair D. Hall, and Daniel Ugarte

2.1 Introduction 13
2.2 X-ray sources 14
2.3 Wide-angle X-ray diffraction 15
2.4 Extended X-ray absorption spectroscopy 24
2.5 Conclusions 33

References 35

3 Transmission Electron Microscopy and Spectroscopy
of Nanoparticles
Zhong Lin Wang

3.1 A transmission electron microscope 37
3.2 High-resolution TEM lattice imaging 38
3.3 Defects in nanophase materials 45
3.4 Electron holography 52
3.5 In-situ microscopy 56
3.6 Electron energy-loss spectroscopy of nanoparticles 60
3.7 Energy-filtered electron imaging 71
3.8 Structure of self-assembled nanocrystal superlattices 73
3.9 Summary 78

References 79



VIII

4

41
4.2
43
44
4.5
4.6
4.7
4.8

51
52
5.3
5.4
5.5

6.1
6.2
6.3
6.4
6.5

7.1
7.2
73
7.4

Contents

Scanning Transmission Electron Microscopy
of Nanoparticles
Jingyue Liu

Introduction to STEM and associated techniques
STEM instrumentation

Imaging with high-energy electrons

Coherent electron nanodiffraction

Imaging with secondary electrons

Imaging with Auger electrons

Nanoanalysis with energy-loss electrons and X-rays
Summary

References

Scanning Probe Microscopy of Nanoclusters
Lifeng Chi and Christian Rothig

Introduction

Fundamental of the techniques

Experimental approaches and data interpretation
Applications for characterizing nanophase materials
Limitations and Prospects

References

Electrical and Electrochemical Analysis of
Nanophase Materials
Zhong Shi and Meilin Liu

Introduction

Preparation of nanostructured electrode
Principles of electrochemical techniques
Application to nanostructured electrodes
Summary

References

Optical Spectroscopy of Nanophase Materials
C. Burda, T. Green, C. Landes, S. Link, R. Little, J. Petroski, M. A. El-Sayed

Introduction

Experimental

Metal nanostructures
Semiconductor nanostructures
References

81
85
88
104
112
119
124
128
129

133
134
136
141
159
160

165
166
172
191
193
194

197
199
200
218
238



8.1
8.2
8.3
8.4
8.5

9.1
9.2
9.3
9.4
9.5
9.6
9.7
9.8
9.9

10

10.1
10.2
10.3
10.4
10.5

Contents

Nuclear Magnetic Resonance — Characterization
of Self-Assembled Nanostructural Materials
Li-Qiong Wang, Gregory J. Exarhos, and Jun Liu

Abstract

Introduction

Basic principles of solid state NMR

Application of NMR in characterization of self-assembled materials
Materials design, characterization, and properties

Conclusion

References

Photoluminescence from Single Semiconductor
Nanostructures

Stephen Empedocles, Robert Neuhauser, Kentaro Shimizu and Moungi Bawendi

Abstract

Introduction

Sample Preparation

Single Nanocrystal Imaging
Polarization Spectroscopy
Single Nanocrystal Spectroscopy
Spectral Diffusion

Large Spectral Diffusion Shifts
Stark Spectroscopy
Conclusion

References

Nanomagnetism
Wal A. de Heer

Introduction

Basic concepts in magnetism

Magnetism in reduced dimensional systems

Microscopic characterization of nanoscopic magnetic particles
Magnetic properties of selected nanomagnetic systems
References

IX

243
243
245
248
255
258
259

261
261
263
263
265
269
271
275
277
285
286

289
290
297
300
307
313



X Contents

11 Metal-oxide and -sulfide Nanocrystals and Nanostructures
A. Chemseddine

11.1 Introduction 315
11.2 Nanocrystals processing by wet chemical methods —

general remarks on synthesis and characterization 316
11.3 Sulfides nanocrystals 318
11.4 Connecting and assembling sulfide nanocrystals 330
11.5 Oxide nanocrystals: synthesis and characterization 339
11.6 Applications, prospects and concluding remarks 349

References 350

12 Electron Microscopy of Fullerenes and Related Materials
G. Van Tendeloo and S. Amelinckx

12.1 Introduction 353
12.2 Molecular crystals of fullerenes 354
12.3 Crystals of Cg derived materials 363
12.4 Graphite nanotubes 365
12.5 Conclusions 390

References 392

Index 395



Characterization of Nanophase Materials. Edited by Zhong Lin Wang
Copyright © 2000 Wiley-VCH Verlag GmbH
ISBNs: 3-527-29837-1 (Hardcover); 3-527-60009-4 (Electronic)

List of Symbols and Abbreviations

lattice parameter

area of an electrode

area on the CRT display

aperture function

backscattering amplitude

area scanned on the sample

magnetic field

lattice parameter

spring constant of the cantilever
elastic constant

capacitance of the empty cell used for transfer function measurement,
C() = éoA/ d.

capacities

double-layer capacitance

sensitivity constant derived from the Sauerbrey relationship
concentration of species j

bulk concentration of species j
spherical abberation coefficient
distance

resonator thickness

separation between two parallel electrode in an
impedance measurement

thickness

Debye-Waller factor

diffusion coefficient of species j
transmission function of the detector
dissipation coefficient corresponding to the energy losses
during oscillation

photoelectron energy

polarization of the emitted light
voltage or electric potential

Stark shift

accelerating voltage

threshold energy

half-wave potential (in voltammetry)
biexciton binding energy

initial potential

peak potential

| Ep® — Ep© | in CV

potential where I = I,/2 in LSV or CV
electric field

faraday constant, F' = 96,485 C/equiv
net force

lens defocus

measured frequency change



XII List of Symbols and Abbreviations

*523:2

frequency of a quartz resonator prior to a mass change
force gradient

structure amplitude

scattering factor

Fourier transform of the crystal potential

attractive force

reciprocal lattice vector

piezoelectric stress constant

total Hamiltonian

transmitted intensity

tunneling current

incident beam intensity

intensity distribution of the incident probe
integrated intensity of the low-loss region including
the zero-loss peak for an energy window A

faraday current

power scattered per unit solid angle in the direction defined by s
peak current

current during reversal step

total integrated SE intensity

image intensity

coordination shell index

imaginary unit, j = (-1)"

net electronic angular momentum

exchange current density

exchange energy constants

Bessel functions of order n.

electron wave-vector

spring constant

anisotropy energy

wavevector of the scattered wave

cut-off wave-vector

wavevector of the incident wave

standard heterogeneous rate constant

Fermi wave vector

length

average escape-depth

total orbital angular momentum

thickness of a Nernst diffusion layer

electron mass

magnetization

magnification

mass change

modulus function, M(®) = [¢w)]™

apparent molar mass (g mol™)

tunneling matrix element

density

number of electrons involved in an electrochemical process
number of identical atoms in the same coordination shell
momentum



P(b,Az)
PLm
P.

]

0
0(b,z+Az)
Qu

0(K)

q(x)

Zv(vw)
%, p
o, B

Xa, O

List of Symbols and Abbreviations

propagation function

associated Legendre function

depolarization factors for the three axes A, B, C of the nanorod
withA>B=C

charge

phase grating function of the slice

charge due to double layer charging

Fourier transform of the object transmission function
transmission function of the object

distance between absorbing and neighbor atoms

gas constant

radius

resistance

bulk resistance of a electrolyte

resistance to charge transfer at electrolyte-electrode interfaces
radius

distance between atom m and atom n

steady state mass-transfer resistance

total spin angular momentum

amplitude reduction factor due to many-body effects
spin operator of i electron

time

absolute temperature

material thickness

energy relaxation

dephasing time

Curie temperature

transfer function of the microscope

inverse Fourier transform of 7(K)

amplitude distribution of the incident probe
reciprocal space vector

tunneling voltage

acceleration voltage

linear potential scan rate

electron velocity

volume

molar volume

hickness-projected potential of the crystal

distance between tip and sample

beam position

rms atomic displacement

impact parameter

Y(w)=[Z(w)]™, admittance function

displacement of the cantilever and piezo

charge carried by species i signed units of electronic charge
Warburg impedance

impedance function

angle

parameters

anodic and cathodic charge transfer coefficient

XIII



X1V List of Symbols and Abbreviations

B asymmetry parameter for a one-electron process
2(k) EXAFS oscillations
7(K) aberration function of the objective lens
2(T) magnetic susceptibility
y( at) tabulated number
A defocus value
0 temporal phase angle between the charging current
and the total current
0 absolute permettivity (or the permittivity of free space)
&m dielectric constant
£0 dielectric constant of quartz
& relative permittivity of a material
&’ dielectric constant
e(w) dielectric function
¢ tilt angle between u and sample plane
¢ total photoelectron phase shift
P workfunction
o(k) total phase shift
o(r) electronic ground state wave function
o(x) projected specimen potential along the incident beam direction
A wavelength
(k) photoelectron mean free path
U absorption coefficient
u paramagnetic atom
u transition dipole vector
Uo atomic absorption coefficient
us Bohr magneton
w(E) absorption coefficient associated with a particular edge
Ap(E) change in the atomic absorption across the edge
Uo(E) absorption coefficient of an isolated gold atom
UExc. exciton dipole moment
Uo shear modulus of AT-cut quartz
Us net surface dipole moment
Vir transverse velocity of sound in AT-cut quartz (3.34 x 10* ms™)
0 angle between emission polarization and projection of x onto the sample
plane
0 scattering angle
0 temporal phase angle
0s Bragg diffraction angle
PO density of quartz
0s density of states of sample
ps(z,E) local density of states of the sample
or density of states of tip
a atomic scattering cross-section
a interaction constant
a total Debye-Waller factor (including static and dynamic contributions)
Oiel ionic conductivity (Q'em™) of an electrolyte
aA(Ap) energy and angular integrated ionization cross-section
Ceoxt total extinction coefficient

T forward step duration time in a double-step experiment



s0c -

?(K)
?(K, X)
(u)
P(x,y)

ADF
AE
AFM
bce

BF

CA

CB
CBED
CCD
CCM
CE
CEND
CHA
CHM
CID
CL
CMA
CP
CPR
CRT
CTAB
CTAC
CTF
CvV
DAS
dec

Dil
DFA
DOR
DSTEM
EDS
EELS
EFM
EF-TEM
ELD
ELNES
EQCM
EXAFS
fcc
FEG
FE-SAM

List of Symbols and Abbreviations

relaxation time

angular frequency

atomic volume

total electronic wave function
exit wave function

amplitude function

Fourier transform of the wave
transmitted wave function

annular dark-field

Auger electron

atomic force microscopy

body-centered cubic

bright-field

chronoamperometry

conduction band

convergent beam electron-diffraction
charge coupled device

constant current mode

counter electrode

coherent electron nanodiffraction
concentric hemispherical analyzer
constant height mode

chemical interface damping
cathoduluminescence

cylindrical mirror analyzer
cross-polarization

current pulse relaxation

cathode-ray-tube
cetyltrimethylammonium bromide
cetyltrimethylammonium chloride
contrast transfer function

cyclic voltammetry

dynamic-angle spinning

decahedron
1,1’-dioctadecyl-3,3,3’,3’"-tetramethylindocarbocyanine
Debye function analysis

double-rotation

dedicated scanning transmission electron microscopy
energy dispersive x-ray spectroscopy
energy-loss spectroscopy

electric force microscopy

energy-filtered transmission electron microscopy
electroless deposition

energy-loss near edge structure
electrochemical quartz crystal microbalance
extended x-ray absorption fine structure
face-centered-cubic

field-emission gun

field emission scanning Auger microscope

XV



XVI List of Symbols and Abbreviations

FE-TEM
FFM
FLDOS
FM
FMM
FWHM
GITT
GMR
HAADF
HOMO
HOPG
HRTEM
ico

IR

IS
LABF
LB
LNLS
LO
LSV
LTS
LT-STM
LUMO
MAS
MECS
MFM
MIDAS
MIEC
MTP
NCA
NCS
NMR
NQ
NSOM
oCcv
oD
ODPA
PCTF
PEELS
PL
POA

PS

PSD
PSP
PVK
P”VP
QCM
QCNB
QDQW
QDs

field-emission transmission electron microscopy
frictional force microscopy

local density of states near the Fermi energy
frequency modulation

force modulation microscopy
full-width-at-half-maximum

galvanostatic intermittent titration technique
giant magnetoresistance

high-angle annular dark-field

highest occupied molecular orbital

highly oriented pyrolytic graphite

high resolution transmission electron microscopy
icosahedron

infrared spectroscopy

impedance spectroscopy

large angle bright-field

Langmuir-Blodgett

Brazilian National Synchrotron Laboratory
longitudinal-optical

linear sweep voltammetry

local tunneling spectroscopy
low-temperature scanning tunneling microscopy
lowest unoccupied molecular orbital

magic angle spinning

multiple expansion cluster source

magnetic force microscopy

microscope for imaging, diffraction, and analysis of surfaces
mixed ionic-electronic conductor
multiply-twinned particles

nanocrystal arrays

nanocrystal superlattices

nuclear magnetic resonance

napthoquinone

near-field scanning optical microscopy
open-circuit voltage

optical density

octadecylphosphonate

phase-contrast transfer function

parallel electron energy-loss spectroscopy
photoluminescence

phase object approximation

polystyrene

position-sensitive detector
poly(styrenephosphonate diethyl ester)
polyvinylcarbazole

poly(2-vinylpyridine)

quartz crystal microbalance

quartz crystal nanobalance

quantum-dot quantum-well

quantum dots



RE
REDOR
ROMP
SA
SAM
SAMs
SAXS
SCAM
SE
SEMPA
SEDOR
SES
SET
SFM
SNOM
SP

SPM
SPs
STEM
STM
STS

T3

TAD
TADBF
TADDF
TEM
TDS
TO

TP
UHV
VB
VOA
WE
WPOA
XANES
XAS
XEDS
XPS
XRD

List of Symbols and Abbreviations

reference electrode

rotational-echo double resonance
ring-opening metathesis polymerization
self-assembly

scanning Auger microscopy
self-assembled monolayers

small-angle elastic x-ray scattering
scanning capacitance microscopy
secondary electron

scanning electron microscopy with polarization analysis
spin-echo double resonance

lower case Secondary electron spectroscopy
single-electron-tunneling

scanning force microscopy

scanning near-field optical microscopy
single-pulse

scanning probe microscopes

surface plasmons

scanning transmission electron microscopy
scanning tunneling microscopy
scanning tunneling spectroscopy
2,5""-bis(acetylthio)-5,2",5",2"-terthienyl
thin annular detector

thin annular detector for bright-field
thin annular detector for dark-field
transmission electron microscopy
thermal diffuse scattering

truncated octahedral

thiophenol

ultrahigh vacuum

valence band

virtual objective aperture

working electrode

weak scattering object approximation
x-ray absorption near edge structure
x-ray absorption spectroscopy

x-ray energy-dispersive spectroscopy
x-ray photoelectron spectroscopy

x-ray diffraction

XVII



Characterization of Nanophase Materials. Edited by Zhong Lin Wang
Copyright © 2000 Wiley-VCH Verlag GmbH
ISBNs: 3-527-29837-1 (Hardcover); 3-527-60009-4 (Electronic)

Index

Abbé theory 39 atomic magnetism 292

aberration coefficients, HRTEM 39 atomic models, defects 51
absorption, Stark spectroscopy 279 atomic scattering factors 355
absorption coefficient, XAS 24 attractive regime, SFM 140
absorption spectra Auger electron imaging 119

- CdS-MV** 220 Auger electron spectroscopy (AES) 83 f
— CdS/thiol 324 Auger electrons 62

— gold 206

— platinum 213

— thiol-capped gold 28 ballistic quantum conductance 5 f
acceptors 218 bamboo microstructures, fullerenes 388
acetone 326 band structure

acetylacetonate 350 — ferromagnetism 297

additives, metal-oxide nanocrystals 318 ff — optical spectroscopy 197
adhesion 243 bandgaps 2

Ag see: silver — networks 338

Ag-L edge, TEM 72 — optical spectroscopy 197
agglomeration — photonic crystals 5

- CdS 325 barium ferrite 55

— powder microelectrode 167 battery electrodes 191

aggregates bends, fullerenes 388

— diffraction 15 Bessel functions 374

— metal oxides 318 ff BHQ1 156

— platinum 216 bilayer lipid membranes 169

- ZnS 329 birefringence 268

Aharonov-Bohm effect bleach spectra

— magnetism 305 — CdSe quantum dots 224

— transmission electron microscopy 53 f — gold 205 ff

alkali metal fullerides 355, 365 Bloch bands semiconductors 222
alkane thiol surfactants 251 Bloch decay pulse sequence 256
alkoxides precursors 341 Bloch walls 299, 307

alkyl thiol 243 Bode plots 175

alumina crystals 116 Bohr exciton 263

aluminum membranes 168 Bohr magneton, magnetism 293
aluminum oxide membranes 201 bond-to-bond interactions 5
ammonium group 252 bonding 1f

amorphous matrix, chromophores 267 — chemical 27

amphoteric surfactants 252 — clusters 141

anatase 343 — covalent 5f

angular momentum, magnetism 292 — ferromagnetism 293

anisotropy, magnetic 299 — fine edge structures 71

annealing temperature, shape stability 56 — nuclear magnetic resonance 245
annular dark field (ADF) microscopy 83 f, 95 — transition metal oxides 67
applications 2 Bragg angle

— impedance spectroscopy 177 — coherent electron nanodiffraction 106 ff
aprotic solvents 325 — scanning transmission electron microscopy 91
arc discharge technique 7 Bragg beams, HRTEM 39
Arrhenius behavior, paramagnetism 301 Bragg diffraction 16

artificial atoms, photoluminescence 263,276 Bragg reflection 48

assembling Bremsstrahlung 14

— crystallography 75 bridging, CdSe 324

— sulfides 332 bright axis, photoluminescence 268 f
atomic force microscopy (AFM) 5,13 bright field (BF) microscopy 83 f, 88
— clusters 133 buckling 5

— self-assembled monolayers 244 bucky onions 355

atomic inner-shell ionization 62 bulk materials 1

atomic level microstructures 9 Butterworth-van Dyke equivalent circuit 189



396

Index

C-K edge spectra, TEM 67,71, 77
Ceo, fullerenes 5, 355 ff

Cyo, fullerenes 355 ff

BCNMR 250

cadmium sulfide (CdS) 320 ff

— capping 230 ff

— CdS-HgS-CdS heterostructures 198
— metal oxides 317 ff

— quantum dots 218

calibration, photoluminescence 267
capping

— metal-oxide nanocrystals 320

— photoluminescence 265

— platinum 216

— semiconductors 218

capping ligands

— CdS networks 333

— titania 343

capping micelles, gold nanorods 203
caps 387

carbon

— powder microelectrode 166

- ZnS 329

carbon chains, SAMs 244

carbon fibers 384

carbon films

— bright-field STEM 92

— clusters 143

— scanning Auger microscopy 121
carbon fullerenes 5,355 f

carbon nanotubes 5

— electro mechanical resonance 8

— transmission electron microscopy 60
carbon states 5

carboxylic groups 253

catalysis, mesoporous materials 6
catalytic growth, carbon nanotubes 7
catalytic properties 2, 165

— platinum 56

cathode ray tube (CRT) 82

cathode transfer coefficients 173
cathodoluminescence technique 61
cavities

— optical 6

— powder microelectrode 167
Cd(OH), capped CdS 230

CdSe crystals, Stark spectroscopy 284
CdSe single crystals 263 ff

ceramics, ordered mesoporous 244
cerium oxides 350
cetyltrimethylammonium bromide (CTAB)
— self-assembled monolayers 244

— nuclear magnetic resonance 248
cetyltrimethylammonium chloride (CTAC) 244
chain conformation 250

chain formation, networks 337
chalcogenides 341

charge carrier recombination 197
charge coupled device (CCD)

— photoluminescence 266

— scanning transmission electron microscopy 86
— transmission electron microscopy 37

charge distribution imaging 54

charge separation, photo-induced 166

charge transfer, semiconductors 218

chemical bonds 27

chemical etching, mesoporous materials 6

chemical interface damping, plasmons 202

chemical polarization 165

chemical shift interaction 246

chemical vapor deposition 319

chirality 5

— straight tubes 391

chromatic aberration 39

chromium 295

chromophores 267

chronoamperometry 171,181 f

chronocoulometry 171,181

clays 169

cluster grain size, diffraction 16

clusters 5

- CdS 321

— magnetism 300

— metal oxides 319 ff

optical spectroscopy 197

— scanning probe microscopy 133-163

coagulation 169

coalescence 5

- CdS 322

— thiolates 75

— titania 342

coating

— clusters 142

— organic 5,74

— photoluminescence 265

— Stark spectroscopy 285

cobalt clusters, magnetic moments 309 f

coherent convergent probe, STEM 83 ff

coherent electron nanodiffraction (CEND) 83 f

— scanning transmission electron microscopy 104 f

colloid self-assembly 147

colloidal CdSe quantum dots 222

colloidal methods, metal-oxide nanocrystals 318

colloidal solutions

— optical spectroscopy 198 ff

— platinum 210

colloids, photoluminescence 263

colors, optical spectroscopy 198

composite electrodes 170

composition sensitive imaging 71

computed diffraction patterns, fullerenes

concentration dependence, CdS 322

concentric hemispherical analyzer (CHA) 120

conduction band, photonic crystals 5

conductivity, clusters 134

conically wounded whiskers, fullerenes 387

connecting, sulfide nanocrystals 332

constant current mode, SPM 137

constant force mode, SFM 139

constant heigh mode, SPM 137 £

contact mode, SFM 139

contrast

— high-resolution transmission electron micro-
scopy 40

377 ff



— secondary electron spectroscopy 115
contrast transfer function (CTF) 93
controlled current techniques 184
convergent beam electron diffraction (CBED) 104
converse piezoelectric effect, QCM 188
CoO nanocrystal, EELS 69
coordination shell 31

copper, QCM 188

core electrons

— Auger electron spectroscopy 119

— X-ray absorption spectroscopy 25
core shell heterostructures 230

core shell quantum dot, ZnS 331

cores 5

Cottrell transient technique 193
Coulomb energy, ferromagnetism 294
Coulomb staircases, clusters 155
counter electrodes 178

covalent binding 5f

— self-assembled monolayers 256
creep testing 7

cross polarization, NMR 247
crosslinking, SAMs 244,256
cryo-electron microscopy 244
cryogenic temperatures, photoluminescence 265
crystal structures see: structures
crystalline particles, diffraction 16
cuboctahedron structure 18

Curie temperature 292 ff, 311

current pulse relaxation (CPR) 184 f
CuSO, aqueous solution 169

cyclic voltammetry (CV) 177,191
cylindrical mirror analyzer (CMA) 120
cylindrical tubes, fullerenes 382

dark axis, photoluminescence 269 f

dark excitons, semiconductors 224

dark field (DF) microscopy 83 f

— fullerenes 357

data analysis, XAS 28f

de Brogli relation, HRTEM 40

Debye equation, diffraction 15 f

Debye functional analysis (DFA) 20

Debye-Waller factor

— diffraction 15,21

— X-ray absorption spectroscopy 26

decahedron 18,45, 51

decoupling, NMR 46

dedicated scanning transmission electron micro-
scopy (DSTEM) 85

defects 43 f

— fullerene single crystals 359

— high-resolution transmission electron micro-
scopy 40

— optical spectroscopy 197

— photonic crystals 6

— tubes 387

deflection experiments, Stern-Gerlach 293

defocus

— high-resolution transmission electron micro-
scopy 43
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Index

— scanning transmission electron microscopy 98

deformations 2

— clusters 143

— fullerene tubes 388

deposition 168

— scanning probe microscopy 152

detection, secondary electrons 113

detection sensitivity, SAM 123

devices

— fabrication 6

— miniaturization 1 ff

— photonic crystals 5

diamonds 5, 67

dielectic dispersion 284

dielectric constant, patterned periodic 5

dielectric response theory 63

diffraction

— high-resolution transmission electron micro-
scopy 39f

— magnetism 303

diffraction patterns 15 ff

— fullerenes 355-395

— scanning transmission electron microscopy 90

— titania 346

diffraction space, helix 374

diffraction techniques 8

— self-assembled monolayers 244

diffraction theories, graphite nanotubes 369

diffusion 2 ff

diffusion layer, electrical analysis 175

diffusion shifts, photoluminescence 277

digital reconstruction, phase images 53

dimers

- semiconductors 227

— titania 343

dimethyldodecylamine oxide 249

N,N-dimethyl-formamide 325

dipole approximation, gold 202

dipole-dipole interactions 346

dipoles, Stark spectroscopy 280

direct imaging 37 f

direct space model, graphite nanotubes 369

discrete quantum levels 3

dislocations 2,52

— fullerenes 365

— high-resolution transmission electron micro-
scopy 40

disordered stacking model 370

dispersion 1 ff

— diffraction patterns 20

— Stark spectroscopy 284

displacements, fullerenes 375

dissipation 275

dissolution, CdS 322

distortions

— local 13

— photoluminescence 277

DNA Xray diffraction 374

domain walls 299

domains 3

- CdS 321

— diffraction 16
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Index

— fullerenes 357

— imaging 54

— magnetism 299

domes, tube defects 387

donors 222

dot arrays, metal/semiconductors 149
double rotation, NMR 247

dynamic angle spinning (DAS) 247
dynamic SFM 138

electric field driven phenomena 59

electric force microscopy (EFM) 133

electric quadrupole interaction 247

electrical analysis 165-196

electrical conductivity, clusters 134

electrocatalytic properties 165

electrochemical analysis  165-196

electrochemical permeation method 187

electrochemical quartz crystal microbalance
(EQCM) 187

electrochemical self-assembly 170

electrodeposition 168

electroless deposition (ELD) 169

— clusters 144

electromechanical resonance, carbon nano-
tubes 8

electromigration 4

electron acceptors 222

electron diffraction 355-395

electron dynamics, gold nanoparticles 204

electron-electron scattering 113

electron energy-loss spectroscopy (EELS) 37 f,
60, 66, 124

electron field emission 5

electron gun 37

electron-hole dynamics, CdS/CdSe 225

electron-hole pair recombination 197

electron holography 52

electron microscopy

- CdS 326

— fullerenes 355-395

electron phonon relaxation 206

electron Ronchigram 111 f

electron transfer, cyclic voltammetry 181

electron wave function, interferences 4

electronic properties 4,13

electrophoretic deposition 168

electroplating 169

electrostatic field imaging 54

emission, secondary electrons 113

emission polarization, Stark spectroscopy 281

emission shift, photoluminescence 263

energy band structures 2,5

energy barriers 4

energy dispersive X-ray spectroscopy (EDS) 37,
66,73

energy dissipation 2

energy-filtered electron imaging, TEM 71

ensemble averaging, photoluminescence 263 ff

epifluorescece imaging 265

epitaxial layers, fullerenes 363

equivalent circuit approximation, electrical analy-
sis 174

etching, mesoporous materials 6

Ewald sphere 356 f, 386 f

exchange interactions, magnetism 298

excitations

— Auger electron spectroscopy 119

— high-energy scattering 61

exciton Bohr radius 218

excitonic superradiance, networks 339

excitons, photoluminescence 263,277

extended X-ray absorption fine structure
(EXAFS) 13,24f

- CdS 328

— self-assembled monolayers 244

— ZnS clusters 323

extinction coefficient, Mie theory 201

FNMR 246 f

far-field epifluorescence imaging micro-
scopy 265

fcc structures 356

femtosecond time scales, optical spectro-
scopy 198 f

Fermi levels

— clusters 137 ff

- DOS 157

— ferromagnetism 296

— gold 205

— magnetic moments 311

Fermi velocity, photonic crystals 5

ferromagnetic clusters 309

ferromagnetic materials 3

ferromagnetic particles, composites 291

ferromagnetism 293 f

Fick law, GITT 186,193

field emission scanning Auger microscopy
(FE -SAM) 153

field emission source 37

field emmission gun 81

filled nanotubes, fullerenes 391

films 2

— amorphous 267

— CdS networks 336

— metal-oxide nanocrystals 320

— photoluminescence 264
see also: thin films 2

fitting, XAS 31

fluorescence

- CdS 321

— quantum yield 265

— X-ray sources 14

flux line imaging 54

force modulation mode, SFM 139

Foucault modes magnetism 303

Fourier transform

— diffraction 15f

— fullerenes 374

— high-resolution transmission electron micro-
scopy 39

— scanning transmission electron microscopy 89



— X-ray absorption spectroscopy 30
Frank partials 360

freezing 244

Fresnel contrast 54

Fresnel modes 303

friction, SAMs 243

frictional force microscopy (FFM 133, 139
fringes

— fullerenes 382 f

- MFM 307

Frohlich coupling 278 f

FT IR, CdS 322

Fuchs expression 217
full-width-at-half-maximum (FWHM) 114
fullerenes, electron microscopy 355-395
functional groups, SAMs 246 ff

Ga films, SP-STM 306

GaAs crystals

— bright-field STEM 95

— electron Ronchigram 112

galvanostatic charge discharge cycling 192

galvanostatic intermittent titration technique
(GITT) 184f

gauche conformation, NMR 250

geometries 45

— clusters 141

— graphite nanotubes 368

giant magnetoresistance (GMR) 3,291,314

— scanning transmission electron micro-

scopy 129
glassy thin films, photoluminescence 264
gold

— alkane thiol surfactants 251

— alkyl thiol SAMs 243

— Bragg diffraction 16 f

— image simulation 44

— powder microelectrode 166

gold clusters

— scanning tunneling microscopy 142 f
— transmission electron microscopy 21
gold nanocrystals 51

gold nanoparticles

— optical spectroscopy 198 ff

— scanning near-field microscopy 158
— thiol-capped 28

grain boundaries 2

— clusters 151

- ZnS 331

grainsize 1 ff

graphite 5

— gold clusters 144

— mbonding 67

graphite nanotubes 355, 367

growth 2

- CdS 324

— clusters 141

— fullerenes 356

— metal oxides 319

— networks 332

onions 392

Index 399

— platinum 210
— titania 342
gyration radius 14

'"HNMR 246 f

Hall method 307

halogen intercalation, fullerenes 355

Hamada indices 368, 380 f

Hamiltonians, ferromagnetism 294

hardness 2

hep structures, fullerenes 356

heat dissipation 4 f

heat treatment

- films 33

— photoluminescence 275

— titania 346

Heisenberg Hamiltonian 294

helix-shaped tubes 384

heterostructures, CdS/ZnS 230 f

HgS capped CdS 234

high-angle annular dark-field (HA ADF) micro-
scopy 83f,95

high-energy electron imaging, STEM 88

high-energy scattering 61

high-power proton decoupling 250

high-pump power transient absorption spectro-
scopy 227

high-resolution BF STEM/DF STEM 91

high-resolution images, fullerenes 359

high-resolution transmission electron microscopy
(HRTEM) 13,381, 99

- CdS 327

— fullerenes 361

— nanotubes 367,378

— platinum 210

— titania 345

high spatial resolution AES/SAM 120 f

highest occupied molecular orbital
(HOMO) 197

— gold 204

— semiconductors 219

highly oriented pyrolytic graphite (HOPG) 142,
157

Hilbert integral transform 174

holes 224

holography 304

homogeneous shear model, graphite nano-
tubes 371

host materials 6

Hund rules 292 f

hybrid mesoporous materials 255

hydrates 342

hydrogen storage 165

hydrolysis 341

hydroxylamine hydrochloride 200

I/U spectra 155

icosahedron 18,45, 51
illumination system, TEM 37
image contrast 116



400 Index

imaging 37 ff

imaging modes, magnetism 303

impact parameter, valence excitation 63

impedance spectroscopy 172 ff

imperfect crystals 107

in situ microscopy 56

infrared spectral regions 6

inhomogeneous broadening, photolumines-
cence 263 ff

inner shell ionization

— atomic 62

— transmission electron microscopy 71

integrated optical circuits 4

interactions

— bond-to-bond 5

— magnetism 298

— neighbors 3

interatomic distances, XAS 26

intercalated fullerenes 365 f

interdigitation, molecular bonds 75

interdigitative bonds, nanocrystal self-assem-
blies 75

interface defects 52

interface-to-volume ratio 2

interfaces 2

— nanostructured electrodes 165

interfacial binding, SAMs, 243,252

interfacial charge transfer, semiconductors 218,
222

interference holograms 53

intermittent fluorescence 267

intermittent mode, SFM 139

interparticle bonding, thiolates 75

intrinsic properties, photoluminescence 274

iodine intercalated fullerenes 365

ion-selective membranes 168

IR drop 192

IR spectroscopy 244

iron clusters, magnetic moments 309

iron group metals, magnetism 296

irreversible reactions, cyclic voltammetry 180

isopolytungstates, oxides 342

itinerant ferromagnetism 296

Jacobi-Anger identity 374
junctions, semiconductor 5

Kerr effect 307

kinematic diffraction theory 373 f
Kramers-Kronig transformation 174
Kreibig model 201

Ls/L, lines, EELS 68
LaBg source 37, 81
Landé factor 292
Langevin function 293 ff
Langmuir-Blodgett films
— clusters 147

— electrical analysis 169

lanthanide metals, magnetism 297

large-angle bright-field imaging 93

large spectral diffusion shifts 277

lattice constants 2

lattice contraction, diffraction patterns 20

lattice expansion/contraction 2

lattice fringes 92

lattice imaging 38

lattice parameters, fullerenes 356

lattice planes, ZnS 329

lattice relaxation 2

— diffraction patterns 20

— photoluminescence 277

layers 3

— fullerenes 363

— photoluminescence 265

— thickness 4

lead methylacrylic acid/styrene polymeriza-
tion 169

Legendre function 64

ligand shells

— clusters 138 f

— stabilization 145

ligands

- CdS 322,333

— metal-oxide nanocrystals 319

— titania 343

line defects 6

linear sweep voltammetry (LSV) 177

linebroadening

— nuclear magnetic resonance 246

— photoluminescence 263 ff

— Stark spectroscopy 279

lineshapes, photoluminescence 263, 273

linewidths, Stark spectroscopy 287

lithium batteries, 192

lithium magnesium oxide clusters 165

local tunneling spectroscopy (LTS) 133

localized magnetism, lanthanide metals 297

lock-in techniques, clusters 155

Lomer-Cottrell barriers 360

longitudinal optical phonons 273 f

Lorentz microscopy 54

— magnetism 303

low-loss dielectrics, mesoporous materials 6

low temperature, STM 157

lowest occupied molecular orbital (LUMO) 197

— gold nanoparticles 204

— semiconductors 219

luminescence 197 ff

magic angle spinning (MAS) 246

magnetic anisotropy 299

magnetic domain imaging 54

magnetic electron-nucleus interactions 246
magnetic force microscopy (MFM) 307

— clusters 133,140 f, 151

magnetic moments

— 3d transition metals 309

— localized 294

magnetic properties 3, 13, 309



magnetic susceptibility 295

magnetism 291-316

magnetoresistance 3

materials design, SAMs 255

Maxwell equation 198 ff

mean free path

— gold 207

— scanning Auger microscopy 123

mechanical flexibility 5

mechanical modulus 8

mechanical properties 2

— clusters 144

melting temperatures 3

— gold 203

— platinum 56

membranes

— ionselective 168

— metal oxides 320

3-mercapto-2-butanol 333

1-mercapto-2-propanol 333

mesoporous materials 6

mesoporous ordered ceramics 244

metal carbonyls, oxides 350

metal clusters

— passivated 147

— scanning probe microscopy deposition 152

metal nanostructures 200

metal-oxide nanocrystals 317-354

metal/semiconductor dot arrays 149

metal-sulfide nanocrystals 317-354

metallic nanoparticles 108

methylene carbon 257

1-methylimidazole 337

MgO

— coherent electron nanodiffraction 107

— phase image 54

— secondary electron spectroscopy 115

micelles

— gold 200

— self-assembled monolayers 244

micro-Hall method 307

micro-SQUID 307

microcavities 167

microscopic methods 302

microstructures, fullerenes 355

MIDAS (microscope for imaging, diffraction, and
surface analysis) 86 f, 110, 120

Mie theory

— optical spectroscopy 198 ff

— platinum 213

migration

— fullerenes 365

— grain boudaries 151

mixed ionic-electronic conductors 177

mobility, SAMs 245

MOCVD 319

molecular bonds, interdigitation 75

molecular conformation, SAMs 245

molecular crystals 356

molecular field approximation, magnetism 294

molecular interactions, SAMs 243

molecular ordering, temperature dependence 251

Index 401

molecular properties, CdS 326

monochiral multishell tubes 380

monodisperse cobalt assemblies 312

monodispersive polystyrene (PS) 6

monolayer packing, NMR 256

monolayers

— clusters 147

— self-assembled 5

morphology 6

— fullerenes 355

— onions 392

— scanning transmission electron microscopy 81

multilayer films, CdS networks 336

multilayer materials 4

multilayers, metallic heterostructured 3

multiple excitons effect 227

multiple expansion cluster source (MECS) 142,
156

multiple imaging, STEM 83

multiply twinned particles (MTP) 51

— diffraction 17

— fullerenes 361

multishell tubes

— diffraction 376, 381

— graphite 368

multislice diffraction theory 43

“N'NMR 250

nanoanalysis, EELS 124
nanobalance 8

nanoclusters, SPM  133-163
nanocomposites 1 ff, 165 f
nanocrystal arrays (NCA) 73
nanocrystal superlatices (NCS) 73
nanolithography 133
nanomagnetism 291-316
nanomaterials 1 ff

nanoparticles 1 ff

nanophases 1 ff

nanopores, electrodeposition 168
nanoscience 1 ff

nanosphere lithography 150
nanostructured electrodes 165 ff
nanostructured materials 1 ff
nanotubes 5

— electrodeposition 168
naphthoquinone 220

natural lithography 150

near edge fine structure 67

near field methods 307

near field photoluminescence spectroscopy 159
nearest neighbor distance, XAS 27
neighbor interactions 3

Nernst diffusion layer 175
networks, CdS 332

nickel 166

nickel clusters

— hydrogen storage 165

— magnetic moments 309
noncrystalline structures, diffraction 17
nonlinear optical properties 3



402 Index

non-near-axis propagation, HRTEM 38
nuclear magnetic resonance (NMR)

- CdS 322

— self-assembled monolayers 243-260
nuclear spins 245

nucleation 2

— CdS networks 332

— gold 201

— metal oxides 319

— titania 342

Nyquist plot 175

objective lenses, TEM 37

off axis holography 52

onions, fullerenes 355, 392

optical density 199

optical properties 13,197

— gold 200

— networks 337

— platinum 210

optical reconstruction, phase images 53
optical spectroscopy 197-241

- CdS 324

optical transport properties 5
optically active devices 5
optically active states, photoluminescence 270
optoelectronics 3

ordered mesoporous ceramics 244
ordered self-assembly 5

organic ligands, oxides 341
organothiolate 322

orientations

— fullerenes 364

— metal oxides 319

Ostwald ripening

- CdS 326

— electrical analysis 169
overcoating

— photoluminescence 265

— Stark spectroscopy 285

oxide nanocrystallites 317-354
oxide nanocrystals 341 ff

n-bonding, graphite 67

packing, fullerenes 356

palladium clusters

- HOPG 157

— hydrogen storage 165

— scanning tunneling microscopy 146

parallel electron energy-loss spectroscopy
(PEELS) 83f,125

paramagnetism 302

particle shapes, 75

particle size, metal oxides 319

passivated clusters 145

patterned structures, photonic crystals 6

Pauli priciple, magnetism 292 f

pentacene /p-terphenyl, polarization spectro-
scopy 268

perfect crystals 106

permittivity

— electrical analysis 172

— platinum 213

permselectivity 168

phase contrast transfer function (PCTF) 40 f

phase identification, NMR 248

phase object approximation (POA) 40

phase transitions, fullerenes 356

phonon coupling

— photoluminescence 273

— Stark spectroscopy 283

phonon scattering 63

photocatalytic properties 165

photoelectric effect 24

photoisomerization 203

photoluminescence

— optical spectroscopy 198

— semiconductor 263,289

— visible 4

photon scattering, elastic 14

photonic crystals 5

photons, high-energy scattering 61

physical properties

— clusters 133, 141

— determinations 6

— magnetism 291

— oxides 317,341

— photoluminescence 274

— self-assembled monolayers 255

— semiconductors 218

— sulfides 317

picosecond time scale, optical spectroscopy 198

piezo displacement, clusters 135

piezoelectric effect, converse 188

planar defects 6, 50

plasmon absorption 199 ff

plasmon band, platinum 213

plasmon decay 113

plasmons 61

platinum

— bright-field STEM 94 £

— catalytic behavior 56

— defects 46f

- HAADF 100

optical properties 210

— powder microelectrodes 166

— secondary electron spectroscopy 118

platinum clusters, hydrogen storage 165

point defects 6

Poisson process 21

polarization spectroscopy, semiconductors 267

polygonized tubes, fullerenes 382

polyhedral shape 45

polymers

— fullerenes 362

— nanoparticle formation 169 f

poly(methyl methacrylate)/toluene 265

polyoxoalkoxides 342

polyphosphate 329

poly(styrenephosphonate diethyl ester) 169

poly(vinyl alcohol)-poly(acrylic acid)
matrix 169



polyvinylcarbazole 170

positive sensitive sensors 138

potential step methods 171, 181

potential sweep methods 177 f

powder diffraction pattern 15

powder microelectrodes 166 f

powder X-ray diffraction 327

powders 320

precipitation 326

precursors

— metal oxides

— oxides 341f

— self-assembled monolayers

- CdS 321

pressure cells 392

processing, metal-oxide nanocrystals 318

propagation

— high-resolution transmission electron micro-
scopy 38

— photonic crystals 6

protective coating 5, 74, 142

protective micelles, gold 200

protic solvents 326

proton dipolar decoupling 246

pump probe spectroscopy, optical

purification 6

purity, fullerenes 357

318 ff

243 f

198 f

quadrupoles

— gold 202

— nuclear magnetic resonance 247

quantitative nanoanalysis 66

quantum confinement 2

— photoluminescence 263,271

— semiconductors 218

- ZnS 331

quantum devices 4

quantum-dot quantum-well (QDQW) hetero-
structures 198

quantum dots

— optoelectronics 3

— photoluminescence 263

- ZnS 331

quantum levels, discrete 3

quantum size effects

- CdS 321

— optical spectroscopy 197

quantum transitions 60

quantum tunneling, magnetism 292, 314

quantum wells 4

— photoluminescence 263

quartz crystal microbalance (QCM) 187

quasireversible conditions, cyclic voltammetry 181

radio frequencies 245

Raman spectroscopy 322

random noise 21

rare earth metals

— electron energy-loss spectroscopy 68
— ferromagnetism 295

403

Index

Rb,Cso compounds 365

reciprocal space 370

reciprocity 88

reducing agents 201

reference electrodes 178

refractive index 213

relaxation 245

relaxation emission, AES 119

repulsive regime, SFM 139

resolution, SES 115

resolution diffraction contrast 40

resolution limit 123

reversible reactions, cyclic voltammetry 180

rheological properties 322

ring opening metathesis (ROMP) 170

ropes diffraction, fullerenes 376

rotational echo double resonance
(REDOR) 247

sample preparation, photoluminescence 265

saturation, linebroadening 273

Sauerbrey equation 189

scanning Auger microscopy (SAM) 83 f

scanning electron microscopy with polarization
analysis (SEMPA) 302

scanning force microscopy (SFM) 133,137

scanning near-field optical microscopy
(SNOM) 133f, 141,158

scanning probe microscopy (SPM) 9, 13,37

— nanoclusters 133-163

scanning transmission electron microscopy
(STEM) 81-132

scanning tunneling microscopy (STM) 5,13,133 ff

- CdS 327

— magnetism 306

scanning tunneling spectroscopy (STS) 133 f,154

scattering

— high-resolution transmission electron micro-
scopy 39f

— scanning transmission electron microscopy 89

scattering factor, diffraction 15

Scherzer focus 98

Schrodinger equation 43

screw displacements 375

scroll model, fullerenes 383

secondary electron imaging 112

secondary electron microscopy (SEM) 83 f

— fullerenes 361

— secondary electron spectroscopy (SES) 83 f,
114 £

self-assembled monolayers (SAM)

— clusters 144,156

— nuclear magnetic resonance 243-260

self-assembled superlattices 73

self-assemblies

— clusters 147

— electrical analysis 170

— metal-oxide nanocrystals 320

— networks 337

— ordered 5

semiconductor junctions 5



404 Index

semiconductor nanoparticles 197 ff

semiconductor nanostructures

— optical spectroscopy 218 ff

— single 263-289

shape, CdS 326

shape, metal oxides 319

shape dependence

— catalytic properties 2

— plasmon absorption 200

— thermodynamic properties 58

shell distances 27

shell isolation 31

shielding, NMR 246

shift anisotropy, 'H-">*C NMR 250

shifts

— emission spectra 263

— self-assembled monolayers 246

Shockley partials 360

signal-to-noise ratio 103

silica

— nuclear magnetic resonance 256

— precursors 244

— self-assembled monolayers 244 f, 258

silicon, porous 4

silicon dioxide 329

silicon nitride 139

siloxane groups 257

silver

— coherent electron nanodiffraction 110

— quarz crystal microbalance 188

— scanning Auger microscopy 121

— secondary electron spectroscopy 116

— transmission electron microscopy 75

simulations, diffraction space 379

single crystals, fullerenes 356 f

single electron excitation 62

single electron tunneling (SET) 154

single pulse excitation, NMR 256

single semiconductor structures, photolumines-
cence 263-289

single shell tubes 375t

singlets, ferromagnetism 294

size dependence

— catalytic properties 2

— diffraction 16

— plasmon absorption 200

— Stark spectroscopy 286

size distribution

- CdS 326

— clusters 141

— photoluminescence 263

— metal-oxide nanocrystals 319

size measurements, STEM 102

size selection techniques 6

sliding, grain boundary 2

small-angle elastic X-ray scattering (SAXS) 13

small-angle intensity distribution 15

small-particle diffraction 15

small-particle magnetism 299

small particles, CEND 108

SnO, 341

sodium aluminate 244

sodium citrate 200

sol gel processing

— mesoporous materials 6

— metal oxides 318

solar cells 166, 218

solid state NMR 245

solid state structures 1 ff

solution techniques, metal oxides 318

solvents

- CdS 322f

— metal oxides 318 ff

spectral regions 6 f

spectroscopy 37-80

spherical aberration 39

spin coating 265

spin-echodouble resonance (SEDOR) 247

spin-orbit interactions 300

spin polarized scanning tunneling microscopy
(SP-STM) 306

spin splitting, ferromagnetism 296

spin systems 292

spins, nuclear 245

spot splitting, CEND 108

SQUID 307

stacking faults 48 f

— fullerenes 356 f

Stark shift 227

Stark spectroscopy 279 ff

static SFM 138

steady state spectroscopy 200

steric repulsion, semiconductors 218

Stern-Gerlach experiments

— ferromagnetism 309

— magnetism 293

stoichiometry, nanophase materials 165

Stokes shift 197

Stoner gap

— ferromagnetism 297 ff

— magnetic moments 311

storage density 3

straight tubes, fullerenes 391

strength 4

structural domains, diffraction 16

structural properties 13

— self-assembled monolayers 243

— scanning transmission electron microscopy 81

structure analysis 7

structure refinement 68

structures

- CdS 322,326

— crystallographic 18

— fullerenes 355

— networks 332

— self-assembled superlattices 73

substrates

— cluster growth 143

— fullerene layers 363

— self-assembled monolayers 243

sulfide nanocrystallites 317-354

sulfurising agents 321

superlattices 5

— magnetism 291



— oxides 350

— photoluminescence 264
supermagnetism 3
superparamagnetism 301
superplasticity 2

superradiance 339
superstructures, fullerenes 358
surface atoms 3

surface composition, CdS 322
surface effects

— magnetism 291

— optical spectroscopy 197

— platinum 215

surface magnetism 299

surface plasmons

— optical spectroscopy 199

— platinum 215

surface reconstruction, defects 48
surface stress 2

surface sublimation, gold 56
surface-to-volume ratio 2 f, 165
surfaces

— cluster covered 133

— cluster solids 151

— nanostructured electrodes 165
— oxides/sulfides 317 ff
surfactant layers

— clusters 146

— electrical analysis 170
surfactants 6

— gold 200

— nuclear magnetic resonance 151
— self-assembled monolayers 244
susceptibility, magnetic 295
symmetry, NMR 245

synthesis

— CdS networks 332

— metal-oxide nanocrystals 318
— thin solid films 2

synthesis-structure-property relationship 81 ff

Tafel plots 173

tapping mode, SFM 139
temperatures

— fullerenes 356

— magnetism 292 f, 311

— metal-oxide nanocrystals 318 ff
— networks 338

— self-assembled monolayers 251
template methods 6,170

tensile testing 7

terphenyl 268

textures, fullerenes 355

thermal diffuse scattering (TDS) 63, 98

thermal pyrolysis, metal-oxide nanocrystals

thermodynamic properties 3, 56
thin annular detector (TAD) 101
thin films

— fullerenes 363

— photoluminescence 264

— self-assembled 5

Index

- SPSTM 306

— synthesis 2

1-thioglycerol, CdS networks 333
thiol 201

thiolate ligands 322
thiolates 74

thiophenol 222

Ti sapphire laser 199
time-resolved techniques 197
time scales

— optical spectroscopy 198

— photoluminescence 277
TiO, electrodes 166

titania 317 f, 341 ff

titanium cloride 341
transconformation, NMR 250

transfer coefficients, electrical analysis 173

transition metal oxides 67
transition metals 309
transmission electron imaging 8 f
transmission electron microscopy (TEM)
— CdS networks 334

— clusters 142

— magnetism 303

— nanocables 390

— nanoparticles 37-80

— optical spectroscopy 199

— platinum 210

— self-assembled monolayers 244
— 1-thioglycerol 335

— titania 344

- ZnS 329

transparent films, metal-oxide nanocrystals

transport properties 165, 192
trapping

— optical spectroscopy 197

— powder microelectrode 167
— semiconductors 219, 227
tribological properties 133
triplets, ferromagnetism 294
tubes, fullerenes 355-395
tungsten source 81
tunneling

— quantum 4

— clusters 134

twins 48 f

two dimesionally arranged clusters 147
two step imaging 53

ultrafast dynamics 198
ultrahigh vacuum (UHV) 133, 143
UV emissions 61

UV-VIS absorption spectra, platinum 215

valence band

— optical spectroscopy 198

— photonic crystals 5

— semiconductors 224

valence excitation spectroscopy 63
valence excitations, PEELS 125

405

320



406 Index

valence states

— fine edge structure 71

- SFM 138

van der Waals interactions

— fullerenes 357,389

— self-assembled monolayers 243
viologen 221

virtual objective aperture (VOA) 86
visible photoluminescence 4

visible spectral regions 6

Warburg impedance 175

wavelength, photonic crystals 6

weak scattering object approximation
(WPOA) 41

wet chemical methods, metal-oxide nanocrys-
tals 318

wetting, SAMs 243

whiskers 387

white lines

— electron energy-loss spectroscopy 68

— X-ray sources 14

wide angle X-ray diffraction 15f

WO; 341

working electrodes 178

wurtzite
— photoluminescence 265
— oxides 350

X-ray absorption near edge structure
(XANES) 24

X-ray absorption spectroscopy (XAS) 24 f

X-ray characterization, nanoparticles 13-36

X-ray diffraction (XRD) 9,13

— self-assembled monolayers 244
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1 Nanomaterials for Nanoscience and
Nanotechnology

Zhong Lin Wang

Technology in the twenty first century requires the miniaturization of devices into
nanometer sizes while their ultimate performance is dramatically enhanced. This
raises many issues regarding to new materials for achieving specific functionality and
selectivity. Nanophase and nanostructured materials, a new branch of materials
research, are attracting a great deal of attention because of their potential applications
in areas such as electronics [1], optics [2], catalysis [3], ceramics [4], magnetic data
storage [5, 6], and nanocomposites. The unique properties and the improved perfor-
mances of nanomaterials are determined by their sizes, surface structures and inter-
particle interactions. The role played by particle size is comparable, in some cases, to
the particle chemical composition, adding another flexible parameter for designing
and controlling their behavior. To fully understand the impacts of nanomaterials in
nanoscience and nanotechnology and answer the question of why nanomaterials is so
special, this chapter reviews some of the unique properties of nanomaterials, aiming
at elucidating their distinct characteristics.

1.1 Why nanomaterials?

Nanomaterials are classified into nanostructured materials and nanophase/nano-
particle materials. The former refer to condensed bulk materials that are made of
grains with grain sizes in the nanometer size range, while the latter are usually the dis-
persive nanoparticles. The nanometer size here covers a wide range which can be as
large as 100-200 nm. To distinguish nanomaterials from bulk, it is vitally important to
demonstrate the unique properties of nanomaterials and their prospective impacts in
science and technology.

1.1.1 Transition from fundamental elements to solid states

Nanomaterials are a bridge that links single elements with single crystalline bulk
structures. Quantum mechanics has successfully described the electronic structures of
single elements and single crystalline bulks. The well established bonding, such as ion-
ic, covalent, metallic and secondary, are the basis of solid state structure. The theory
for transition in energy levels from discrete for fundamental elements to continuous
bands for bulk is the basis of many electronic properties. This is an outstanding ques-
tion in basic science. Thus, a thorough understanding on the structure of nanocrystals
can provide deep insight in the structural evolution from single atoms to crystalline
solids.
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Nucleation and growth are two important processes in synthesizing thin solid films.
Nucleation is a process in which an aggregation of atoms is formed, and is the first
step of phase transformation. The growth of nuclei results in the formation of large
crystalline particles. Therefore, study of nanocrystals and its size-dependent structures
and properties is a key in understanding the nucleation and growth of crystals.

1.1.2 Quantum confinement

A specific parameter introduced by nanomaterials is the surface/interface-to-vol-
ume ratio. A high percentage of surface atoms introduces many size-dependent
phenomena. The finite size of the particle confines the spatial distribution of the
electrons, leading to the quantized energy levels due to size effect. This quantum
confinement has applications in semiconductors, optoelectronics and non-linear
optics. Nanocrystals provide an ideal system for understanding quantum effects in a
nanostructured system, which could lead to major discoveries in solid state physics.

The spherical-like shape of nanocrystals produces surface stress (positive or nega-
tive), resulting in lattice relaxation (expansion or contraction) and change in lattice
constant [7]. It is known that the electron energy band structure and bandgap are sen-
sitive to lattice constant. The lattice relaxation introduced by nanocrystal size could
affect its electronic properties.

1.1.3 Size and shape dependent catalytic properties

The most important application of nanocrystals has been in catalysis. A larger per-
centage of surface atoms greatly increases surface activities. The unique surface struc-
ture, electronic states and largely exposed surface area are required for stimulating
and promoting chemical reactions. The size-dependent catalytic properties of nano-
crystals have been widely studied, while investigations on the shape (facet)-dependent
catalytic behavior are cumbersome. The recent success in synthesizing shape-con-
trolled nanocrystals, such as the ones dominated by {100}, {111} [8] and even {110}
facets [9], is a step forward in this field.

1.1.4 Novel mechanical properties

It is known that mechanical properties of a solid depend strongly on the density of
dislocations, interface-to-volume ratio and grain size. An enhancement in damping
capacity of a nanostructured solid may be associated with grain-boundary sliding [10]
or with energy dissipation mechanism localized at interfaces [11] A decrease in grain
size significantly affects the yield strength and hardness [12]. The grain boundary
structure, boundary angle, boundary sliding and movement of dislocations are impor-
tant factors that determine the mechanical properties of the nanostructured materials.
One of the most important applications of nanostructured materials is in superplasti-
city, the capability of a polycrystalline material to undergo extensive tensible defor-
mation without necking or fracture. Grain boundary diffusion and sliding are the two
key requirements for superplasticity.
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1.1.5 Unique magnetic properties

The magnetic properties of nano-size particles differ from those of bulk mainly in
two points. The large surface-to-volume ratio results in a different local environment
for the surface atoms in their magnetic coupling/interaction with neighboring atoms,
leading to the mixed volume and surface magnetic characteristics. Unlike bulk ferro-
magnetic materials, which usually form multiple magnetic domains, several small fer-
romagnetic particles could consist of only a single magnetic domain. In the case of a
single particle being a single domain, the superparamagnetism occurs, in which the
magnetizations of the particles are randomly distributed and they are aligned only
under an applied magnetic field, and the alignment disappears once the external field
is withdrawn. In ultra-compact information storage [13, 14], for example, the size of
the domain determines the limit of storage density. Magnetic nanocrystals have other
important applications such as in color imaging [15], bioprocessing [16], magnetic
refrigeration [17], and ferrofluids [18].

Metallic heterostructured multilayers comprised of alternating ferromagnetic and
nonmagnetic layers such as Fe-Cr and Co-Cu have been found to exhibit giant magne-
toresistance (GMR), a significant change in the electrical resistance experienced by
current flowing parallel to the layers when an external magnetic field is applied [19].
GMR has important applications in data storage and sensors.

1.1.6 Crystal-shape-dependent thermodynamic properties

The large surface-to-volume ratio of nanocrystals greatly changes the role played
by surface atoms in determining their thermodynamic properties. The reduced coordi-
nation number of the surface atoms greatly increases the surface energy so that atom
diffusion occurs at relatively lower temperatures. The melting temperature of Au par-
ticles drops to as low as ~ 300 °C for particles with diameters of smaller than 5 nm,
much lower than the bulk melting temperature 1063 °C for Au [20]. Nanocrystals
usually have faceted shape and mainly enclosed by low index crystallographic planes.
It is possible to control the particle shape, for example, cubic Pt nanocrystals bounded
by {100} facets and tetrahedral Pt nanocrystals enclosed by {111} facets [8]. The rod-
like Au nanocrystals have also been synthesized, which are enclosed by {100} and
{110} facets [9]. The density of surface atoms changes significantly for different crys-
tallographic planes, possibly leading to different thermodynamic properties.

1.1.7 Semiconductor quantum dots for optoelectronics

Semiconductor nanocrystals are zero-dimensional quantum dots, in which the spa-
tial distribution of the excited electron-hole pairs are confined within a small volume,
resulting in the enhanced non-linear optical properties [21-24]. The density of states
concentrates carriers in a certain energy range, which is likely to increase the gain for
electro-optical signals. The quantum confinement of carriers converts the density of
states to a set of discrete quantum levels. This is fundamental for semiconductor
lasers.



4 Wang

With consideration the small size of a semiconductor nanocrystal, its electronic
properties are significantly affected by the transport of a single electron, giving the
possibility of producing single electron devices [25]. This is likely to be important in
quantum devices and nanoelectronics, in which the size of the devices are required to
be in the nanometer range.

Nanostructured porous silicon has been found to give visible photoluminescence
[27, 28]. The luminescence properties of silicon can be easily integrated with its elec-
tronic properties, possibly leading to a new approach for opto-electronic devices. The
mechanism has been proposed to be associated with either quantum confinement or
surface properties linked with silica. This is vitally important to integrate optical cir-
cuits with silicon based electronics. The current research has been concentrated on
understanding the mechanism for luminescence and improving its efficiency.

1.1.8 Quantum devices for nanoelectronics

As the density of logic circuits per chip approaching 108, the average distance
between circuits is 1.7 um, between which all of the circuit units and interconnects
must be accommodated. The size of devices is required to be less than 100 nm and the
width of the interconnects is less than 10 nm. The miniaturization of devices breaks
the fundamentals set by classical physics based on the motion of particles. Quantum
mechanical phenomena are dominant, such as the quantization of electron energy lev-
els (e.g., the ‘particle in a box’ quantum confinement problem), electron wave func-
tion interference, quantum tunneling between the energy levels belonging to two adja-
cent nanostructures, and discreteness of charge carriers (e.g., single electron conduc-
tance). The quantum devices rely on tunneling through the classically forbidden
energy barriers. With an appropriate voltage bias across two nanostructures, the elec-
tron energy levels belonging to the two nanostructures line up and resonance tunnel-
ing occurs, resulting in an abrupt increase in tunneling current. The single-electron
electronics uses the energy required to transport a single electron to operate a switche,
transistor or memory element.

These new effects not only raise fundamental questions in physics, but also call on
challenges in new materials. There are two outstanding material’s issues. One is the
semiconductor nanocrystals suitable for nanoelectronics. Secondly, for the operation
of high density electronics system, new initiatives must be made to synthesize inter-
connects, with minimum heat dissipation, high strength and high resistance to electro-
migration. The most challenging problem is how to manipulate the nanostructures in
assembling devices. This is not only an engineering question but rather a science ques-
tion because of the small size of the nanostructures.

Semiconductor heterostructures are usually referred to as one-dimensional artifi-
cially structured materials composed of layers of different phases/compositions. This
multilayered material is particularly interesting if the layer thickness is less than the
mean-free-pathlength of the electron, providing an ideal system for quantum well
structure. The semiconductor heterostructured material is the optimum candidate for
fabricating electronic and photonic nanodevices [28].
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1.1.9 Carbon fullerences and nanotubes

Research in nanomaterials opens many new challenges both in fundamental science
and technology. The discovery of Cg fullerence [29], for example, has sparked a great
research effort in carbon related nanomaterials. Besides diamond and graphite struc-
tures, fullerence is a new state of carbon. The current most stimulating research
focuses on carbon nanotubes, a long-rod-like structure comprised of cylindrical con-
centric graphite sheets [30]. The finite dimension of the carbon nanotube and the chir-
ality angle following which the graphite sheet is rolled result in unique electronic
properties, such as the ballistic quantum conductance [31], the semiconductor junc-
tions [32], electron field emission [33] etc. The unique tube structure is also likely to
produce extraordinarily strong mechanical strength and extremely high elastic limit.
The reversible buckling of the tube results in high mechanical flexibility.

Fullerence and carbon nanotubes can be chemically functionalized and they can
serve as the sites/cells for nano-chemical reaction [34]. The long, smooth and uniform
cylindrical structure of the nanotube is ideal for probe tips in scanning tunneling mi-
croscopy and atomic force microscopy [35]. The covalent bonding of the carbon atoms
and the functionalized nanotube tip gives the birth of the chemical microscopy [36],
which can be used to probe the local bonding, bond-to-bond interactions and chemical
forces.

1.1.10 Ordered self-assembly of nanocrystals

Size and even shape selected nanocrystals behave like a molecular matter, and are
ideal building blocks for two- and three-dimensional cluster self-assembled superlat-
tice structures [37-40]. The electric, optical, transport and magnetic properties of the
structures depend not only on the characteristics of individual nanocrystals, but also
on the coupling and interaction among the nanocrystals arranged with long-range
translational and even orientational order [41, 42]. Self-assembled arrays involve self-
organization into monolayers, thin films, and superlattices of size-selected nanocrys-
tals encapsulated in a protective compact organic coating. Nanocrystals are the hard
cores that preserve ordering at the atomic scale; the organic molecules adsorbed on
their surfaces serve as the interparticle molecular bonds and as protection for the par-
ticles in order to avoid direct core contact with a consequence of coalescing. The inter-
particle interaction can be changed via control over the length of the molecular
chains. Quantum transitions and insulator to conductor transition could be intro-
duced, possibly resulting in tunable electronic, optical and transport properties [43].

1.1.11 Photonic crystals for optically-active devices and circuits

Photonic crystals are synthetic materials that have a patterned periodic dielectric
constant that creates an optical bandgap in the material [44]. To understand the mech-
anism of photonic crystals, one starts from the energy band structure of electrons in a
crystalline solid. Using the Fermi velocity of the electrons in a solid, it can be found
that the electron wavelength is compatible to the spacing between the atoms. Electron
motion in a periodic potential results in the quantized energy levels. In the energy
regions filled with energy levels, bands are formed. An energy gap between the con-
duction band and the valence band would be formed, which is a key factor in deter-
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mining the conductivity of the solid. If the bandgap is zero, the material is conductive;
for a small bandgap, the material is semiconductor; and the material is insulator if the
bandgap is large.

The wavelength of photons is in the order of a few hundreds of nanometers. It is
necessary to artificially create a dielectric system which has periodically modulated
dielectric function at a periodicity compatible with the wavelength of the photon. This
can be done by processing materials that are comprised of patterned structures. As a
result, photons with energies lying within the bandgap cannot be propagated unless a
defect causes an allowed propagation state within the bandgap (similar to a defect
state), leading to the possibility of fabricating photon conductors, semiconductors and
insulators. Thus point, line, or planar defects can be shown to act as optical cavities,
waveguides, or mirrors and offer a completely different mechanism for the control of
light and advancement of all-optical integrated circuits [45-47]. By using particles
sizes in the nanometer regime with different refractive indices than the host material,
these effects should be observable in the near infrared and visible spectral regions.

1.1.12 Mesoporous materials for low-loss dielectrics and catalysis

Mesoporous materials can be synthesized by a wide range of techniques such as
chemical etching, sol gel processing and template-assisted techniques. Ordered self-
assembly of hollow structures of silica [48], carbon [49] and titania [50, 51] has drawn
much attention recently because of their applications in low-loss dielectrics, catalysis,
filtering and photonics. The ordered hollow structure is made through a template-
assisted technique. The monodispersive polystyrene (PS) particles are used as the
template to form an ordered, self-assembled periodic structure. Infiltrating the tem-
plate by metal-organic liquid and a subsequent heat treatment form the ordered pores,
whose walls are metal oxides. The structure is ordered on the length-scale of the tem-
plate spheres and the pore sizes are in submicron to micron range. Alternatively,
ordered porous silica with much smaller pore sizes in nanosize range (< 30 nm), pro-
duced deliberately by introducing surfactant, has also been processed [52, 53], in
which the porosity is created by surfactants. A combination of the template assisted
pore structure and the surfactant introduced in the infiltration liquid results in a new
structure that have porousity at double-length scales [54]. The low density (~ 10% of
the bulk density) of the material results in very low dielectric constant, a candidate for
low-loss electronic devices. The large surface area of the porous materials is ideal for
catalysis. The synthesis of mesoporous materials can be useful for environmental
cleaning [55] and energy storage [56].

1.2 Characterization of nanophase materials

There are three key steps in the development of nanoscience and nanotechnology:
materials preparation, property characterization, and device fabrication. Preparation
of nanomaterials is being advanced by numerous physical and chemical techniques.
The purification and size selection techniques developed can produce nanocrystals
with well defined structure and morphology. The current most challenging tasks are
property characterization and device fabrication. Characterization contains two main
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categories: structure analysis and property measurements. Structure analysis is carried
out using a variety of microscopy and spectroscopy techniques, while the property
characterization is rather challenging.

Due to highly size and structure selectivity of the nanomaterials, the physical prop-
erties of nanomaterials could be quite diverse. To maintain and utilize the basic and
technological advantages offered by the size specificity and selectivity of nanomater-
ials, it is imperative to understand the principles and methodologies for characteriza-
tion the physical properties of individual nanoparticles/nanotubes. It is known that the
properties of nanostructures depend strongly on their size and shape. The properties
measured from a large quantity of nanomaterials could be an average of the over all
properties, so that the unique characteristics of individual nanostructure could be
embedded. The ballistic quantum conductance of a carbon nanotube [31] (Fig. 1-1),
for example, was observed only from defect-free carbon nanotubes grown by an arc-
discharge technique, while such an effect vanishes in the catalytically grown carbon
nanotubes [57, 58] because of high density of defects. This effect may have great
impact on molecular electronics, in which carbon nanotubes could be used as inter-
connects for molecular devices with no heat dissipation, high mechanical strength and
flexibility. The covalent bonding of the carbon atoms is also a plus for molecular
device because of the chemical and bonding compatibility. Therefore, an essential
task in nanoscience is property characterization of an individual nanostructure with
well defined atomic structure.

Characterizing the properties of individual nanoparticle/nanotube/nanofiber (e.g.,
nanostructure) is a challenge to many existing testing and measuring techniques
because of the following constrains. First, the size (diameter and length) is rather
small, prohibiting the applications of the well-established testing techniques. Tensile
and creep testing of a fiber-like material, for example, require that the size of the sam-
ple be sufficiently large to be clamped rigidly by the sample holder without sliding.
This is impossible for nanostructured fibers using conventional means. Secondly, the
small size of the nanostructures makes their manipulation rather difficult, and specia-
lized techniques are needed for picking up and installing individual nanostructure.
Finally, new methods and methodologies must be developed to quantify the properties
of individual nanostructures.

Mechanical characterization of individual carbon nanotubes is a typical example.
By deflecting on one-end of the nanofiber with an AFM tip and holding the other end
fixed, the mechanical strength has been calculated by correlating the lateral displace-
ment of the fiber as a function of the applied force [59, 60]. Another technique that
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Figure 1-1. Quantized conductance of a multiwalled carbon nanotube observed as a function of the
degth into the liquid mercury the nanotube was inserted in an atomic force microscope, where Gy =
2e%/h = (12.9 kQ)™! is the quantum mechanically predicted conductance for a single channel (Courtesy
of Walt de Heer, Georgia Institute of Technology).
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has been previously used involves measurement of the bending modulus of carbon
nanotubes by measuring the vibration amplitude resulting from thermal vibrations
[61], but the experimental error is quite large. A new technique has been demonstrat-
ed recently for measurement the mechanical strength of single carbon nanotubes
using in-situ TEM [62]. The measurements is done on a specific nanotube whose
microstructure is determined by transmission electron imaging and diffraction. If an
oscillating voltage is applied on the nanotube with ability to tune the frequency of the
applied voltage, the periodic force acting on the nanotube induces electro-mechanical
resonance (Fig. 1-2). The resonance frequency is an accurate measure of the mechan-
ical modulus.

In analogous to a spring oscillator, the mass of the particle attached at the end of
the spring can be determined if the vibration frequency is measured, provided the
spring constant is calibrated. This principle can be adopted to determine the mass of a
very tiny particle attached at the tip of the free end of the nanotube (Fig. 1-3). This
newly discovered “nanobalance” has been shown to be able to measure the mass of a
particle as small as 22 + 6 fg (1f = 1071) [62]. The most sensitive and smallest balance
in the world. The nanobalance is anticipated to be useful for measuring the mass of a
large biomolecule or biomedical particle, such as virus.

v; = 1.21 MHz V2 = 5.06 MHz
Vy=2V Vy=4V

a \b \c i\

Figure 1-2. Electro-mechanical resonance of carbon nanotubes. A selected carbon nanotube at (a) sta-
tionary, (b) the first harmonic resonance (v; = 1.21 MHz) and (c) the second harmonic resonance (v, =
5.06 MHz).



Nanomaterials for Nanoscience and Nanotechnology 9

Figure 1-3. A small particle attached at the end of a
L \ carbon nanotube at (a) stationary and (b) first har-
2 : monic resonance (v = 0.968 MHz). The effective mass
v=>0 v =968 kHz of the particle is measured to be ~ 22 fg (1 f = 107'%).

1.3 Scope of the book

Development of nanotechnology involves several key steps. First, synthesis of size
and even shape controlled nanoparticles is the key for developing nanodevices. Sec-
ond, characterization of nanoparticles is indispensable to understand the behavior
and properties of nanoparticles, aiming at implementing nanotechnology, controlling
their behavior and designing new nanomaterial systems with super performance.
Third, theoretical modeling is vitally important to understand and predict material’s
performance. Finally, the ultimate goal is to develop devices using nanomaterials.
With consideration the large diversity of research in nanomaterials, this book concen-
trates on the structure and property characterization of nanomaterials.

The book emphasizes the techniques used for characterizing nanophase materials,
including x-ray diffraction, transmission electron microscopy, scanning transmission
electron microscopy, scanning probe microscopy, optical, electrical and electrochemi-
cal characterizations. The book aims at describing the physical mechanisms and de-
tailed applications of these techniques for characterizations of nanophase materials to
fully understand the morphology, surface and the atomic level microstructures of
nanomaterials and their relevant properties. It is also intended as a guidance with
introduction of the fundamental techniques for structure analysis. The book focuses
also on property characterization of nanophase materials in different systems, such as
the family of metal, semiconductor, magnetic, oxide and carbon systems. It is the key
to illustrate the unique properties of the nanocrystals and emphasize how the struc-
tures and the properties are characterized using the techniques presented in the book.
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9 Photoluminescence from Single
Semiconductor Nanostructures

Stephen Empedocles, Robert Neuhauser, Kentaro Shimizu and
Moungi Bawendi

Abstract

We review some recent results in the spectroscopy of single CdSe nanocrystal quan-
tum dots. By eliminating the effects of inhomogeneous broadening and ensemble
averaging, single nanocrystal spectroscopy has revealed many new and previously
unexpected physical phenomena. Among those discussed in this chapter are ultra-nar-
row emission lineshapes (~600 x narrower than ensemble spectra), a highly polariz-
able emitting state in the presence of strong local electric fields, linebroadening as a
result of environmental fluctuations and shifting of the emission spectra over a wide
range of energies (from less than 300 peV to 80 meV). In addition, polarization spec-
troscopy of single nanocrystals has revealed the presence of a theoretically predicted
2 dimensional transition dipole moment oriented in the x-y plane of the nanocrystals.
As a result, it is, in principle, possible to use polarization spectroscopy to determine
the 3 dimensional orientation of individual nanocrystals. These and other studies of
single quantum dots have provided us with significant insight into the detailed physics
and dynamics of this unique and fascinating physical system.

9.1 Introduction

Low dimensional materials such as quantum wells have had a profound impact in
the field of semiconductor physics, yielding numerous fundamental observations as
well as important optoelectronic applications. Quantum dots, the zero-dimensional
analog of quantum wells, represent the ultimate in semiconductor based quantum con-
fined systems. These structures, often referred to as “artificial atoms”, are predicted to
have discrete, atomic-like energy levels, and a sprectrum of ultra-narrow transitions
that is tunable with the size of the quantum dot [1-5].

Of particular interest are nanocrystal quantum dots synthesized as colloids. This
interest has been fueled by the high degree of reproducibility and control that is cur-
rently available in the fabrication and manipulation of these quantum confined struc-
tures. CdSe nanocrystals, which are often studied as a prototypical colloidal quantum
dot system, can be synthesized in macroscopic quantities with sizes that are tunable
during synthesis (15-100 A) in a narrow size distribution (< 5% rms) [6]. In this size
range, the nanocrystals are smaller than the diameter of the bulk Bohr exciton (112 A
for CdSe). As a result, the electronic structure is dominated by quantum confinement
effects in all three dimensions [7, 8], making these nanocrystals truly zero dimensional
structures.
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Once fabricated, nanocrystal quantum dots can be dissolved in a number of polar
and non-polar solvents, they can be embedded into a variety of polymers and even
incorporated into thin films of bulk semiconductors [9, 10]. They can also be manipu-
lated into close packed glassy thin films [11], ordered three dimensional superlattices
(colloidal crystals) [12] or linked to form quantum dot molecules [13]. Such a high
degree of flexibility and control makes nanocrystal quantum dots ideally suited for
the study of zerodimensional physics.

Size dependent optical properties with band edge absorption and emission wave-
lengths that are tunable across the visible range (~400-700 nm) makes CdSe nano-
crystals of particular interest for the study of fundamental physics as well as potential
optoelectronic device application. Unfortunately, the characteristics that make quan-
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Figure 9-1. Inhomogeneous broadening. (a) Measured ensemble emission and absorption spectra a con-
volution of the single nanocrystal lineshape with the distribution of sizes within the ensemble sample.
(b) Inhomogeneously broadened excitation and emission spectra (solid and dotted lines respectively)
for a 36 A ensemble nanocrystal sample.
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tum dots interesting also make them inherently difficult to study. Variations in size
and shape within ensemble samples can result in extensive inhomogeneous spectral
broadening (Fig. 9-1a). The result is a loss of spectral information in ensemble sam-
ples. For instance, theory predicts that quantum dots should have a spectrum of dis-
crete, atomic-like energy states [7, 8]. However, while the discrete nature of the
excited states in CdSe nanocrystals has been verified [3, 4, 14], transition linewidths
appear significantly broader than expected (Fig. 9-1b). This is true even when size
selective optical techniques are used to extract homogeneous linewidths [14-19]. In
addition, incoherent dynamic and orientational effects may exist which can be com-
pletely hidden when averaged over an ensemble.

In order to eliminate the effects of inhomogeneous broadening and ensemble aver-
aging, it has recently become possible to image and take emission spectra from single
quantum dots. Similar to single molecule spectroscopy [20, 21], single quantum dot
spectroscopy has been extremely successful in extracting new microscopic information
from these ensemble systems. Single quantum dot spectroscopy has been used to study
CdSe nanocrystals [22-27] as well as quantum dots fabricated using more traditional
epitaxial techniques [30-33]. In this chapter, we discuss some recent results obtained
through the spectroscopy of single CdSe nanocrystal quantum dots at cryogenic tem-
peratures.

9.2 Sample Preparation

Two types of nanocrystals were studied. The first were synthesized by the method
of Murray et al. [6], as single domain wurtzite crystallites which are slightly prolate
along their unique crystal axis (aspect ratio 1.1-1.2). The second type, referred to as
“overcoated” nanocrystals were prepared in the same manner, with the addition of a
final layer of ZnS [34, 35]. The addition of a ZnS capping layer has been found to
have many effects on the physical characteristics of these nanocrystals, the most
apparent of which is an increase in the fluorescence quantum yield, reported as high
as 50% at room temperature [34, 35]. At the same time, ZnS overcoating has been
shown to have only a minor effect on the electronic structure of CdSe nanocrystals.
Sizes quoted in this chapter refer to the average diameter of the nanocrystals (or
CdSe cores for overcoated nanocrystals) in each ensemble distribution.

Single nanocrystal samples were prepared by spin coating an extremely dilute solu-
tion of nanocrystals in poly(methyl methacrylate)/toluene (0.5% PMMA by weight)
onto a crystalline quartz substrate. The concentration of nanocrystals in the initial so-
lution (~10~° mol/L) was chosen to produce an areal density of less than 1 nanocrys-
tal/um? in order to allow spatial resolution of individual nanocrystals using far-field
optics. The sample substrate was then mounted on the cold finger of a liquid helium
cryostat. All data presented in this chapter was taken at 10 K.

9.3 Single Nanocrystal Imaging

Single nanocrystal images were obtained using a far-field, epifluorescence imaging
microscope (Fig. 9-2). A typical image of nanocrystals can be seen in Fig. 9-3a. Each
bright spot corresponds to the fluorescence from a single nanocrystal. On the time-
scale of a single image (< 0.5 second), the fluorescence from individual nanocrystals is
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Figure 9-2. Far-field epifluorescence microscope. Excitation light (514 nm unless otherwise stated) was
transmitted through a 95% reflecting mirror (at an angle of 45°) and focused by a long working distance
microscope objective (NA = 0.7) to a ~30 um spot on the sample surface. The fluorescent image was
collected by the same objective lens, reflected off the 95% reflecting mirror and passed through a wave-
length specific filter to remove any excitation light while allowing all of the fluorescence to pass. The
image was then focused onto the entrance slit of a spectrometer and detected with a liquid nitrogen
cooled charge coupled device (CCD) camera. Both images and spectra were collected on the same
detector by switching between the diffraction grating and a mirror at 0 degrees for spectra and images
respectively.
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Figure 9-3. Single nanocrystal image. (a) Image of
single 45 A nanocrystals taken with a 0.5 second
integration time and an excitation intensity of 60 W/
25 50 75 100 cm?. (b) Consecutive 0.5 second images of the nano-

5 crystal indicated by the white dotted box in (a). The
INTENSITY (counts/sec) images show binary fluorescence blinking over time.
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occasionally seen to flicker on and off (fluorescence intermittency) (Fig. 9-3b). The
pattern of on/off behavior is strongly dependent on the particular nanocrystal as well
as the excitation intensity and is thought to result from ionization of the nanocrystal
[23]. At 10 K, a ZnS overcoating of 10-14 A, which acts as a barrier to ionization, can
decrease intermittency to the point where blinking occurs on the timescale of many
seconds to minutes. In this case, images of single nanocrystals appear relatively stable
over time. This binary fluorescent blinking, rather than a stepwise or continuous dim-
ming of the emission from a single point, is strong evidence that the spots seen in
Fig. 9-3 originate from single nanocrystals.

9.4 Polarization Spectroscopy

Polarization spectroscopy has long been used to gain insight into the orientation of
excitation and emission transition dipole moments in ensemble molecular and solid
state systems. However, in many ensemble systems, there is no order in the orienta-
tion of individual chromophores. As a result, polarization information is lost. In single
chromophore spectroscopy, however, individual transition dipoles can be measured
one at a time. As a result, information can be obtained regarding the orientation of
individual chromophores even within an amorphous matrix [36, 37]. In single nano-
crystals, this information can be extremely valuable since many theoretical predictions
have been made regarding the effects of various perturbations, such as electric [38]
and magnetic fields [5, 39], depending on the relative orientation of the nanocrystal.

Emission polarization can be studied in single nanocrystals by measuring changes
in the detected emission intensity as a linear polarizer (analyzer) is rotated in the
detection pathway. Polarization data was taken with an analyzer in front of the CCD
detector that was rotated in 15 degree increments between consecutive images. Polari-
zation data was also taken in spectral mode, however, in this case, a depolarizer was
added after the analyzer so that no polarization selectivity from the diffraction grating
would contribute to the observed results.

In order to verify that the experimental apparatus had no intrinsic polarization
selectivity which might affect the single nanocrystal data, two non-polarized samples
were studied: Amorphous ensemble nanocrystal films and 1 um latex spheres filled
with an ensemble of randomly oriented dye molecules (Nile Red). Both of these sam-
ples should have no intrinsic polarization dependence due to the randomly oriented
nature of the individual chromophores within each ensemble system. In order to pre-
vent selectively exciting one orientation over another, thus artificially producing a
polarization dependence, the calibration measurements only were made with circularly
polarized excitation. In both samples, no emission polarization dependence was
found, confirming that there is no polarization selectivity in the experimental appara-
tus.

The inset of Fig. 9-4 shows images of two single nanocrystals, which are excited
with linear polarized light, as a function of analyzer angle. The intensity of the two
nanocrystals can be seen oscillating out of phase with each other as the analyzer is
rotated. Also plotted in Fig. 9-4 are the normalized emission intensities as a function
of angle for these two nanocrystals. The intensities can be clearly seen oscillating with
a high degree of polarization [(/max—Imin)/Imax = 81% and 93%] as a sine-squared
function of the analyzer angle with a 180 degree period. Rotation of the excitation
polarization by 90 degrees had no observable effect on the degree of emission polari-
zation or phase. The high degree of polarization and lack of a polarization memory
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Figure 9-4. Single nanocrystal polarization spectroscopy. Normalized emission intensity of two single 52
A overcoated nanocrystals as a function of analyzer angle. The solid lines correspond to the fit to a sine-
squared function of analyzer angle with a 180 degree period. Data in Fig. 9-4 is the average of 2 complete
180 degree rotations. Inset) Images of the two nanocrystals in Fig. 9-4 as a function of analyzer angle
(angle can be read directly off the x-axis below each image). Data was taken with a 5 second integration
time, 60 W/cm? excitation intensity and 0 degree excitation polarization. Data in Fig. 9-4 are from ref.
[27].

suggests the existence of a highly oriented electronic transition dipole. What is surpris-
ing is that the degree of polarization is strongly dependent on the particular nanocrys-
tal. Figure 9-5 plots the intensity of three singly nanocrystals as a function of analyzer
angle. As can be seen, even within the same sample, different nanocrystals reveal dif-
ferent degrees of polarization.

The data in Fig. 9-5 is quite different from what is typically observed in other single
chromophore systems. In the single molecules studied to date, a unidirectional transi-
tion dipole exists, creating a single “bright axis” along which the emitted light is coupled.
The strength of emission as a function of polarization is proportional to | - E|?, where u
is the transition dipole vector and E is the polarization of the emitted light. The intensity
of the detected signal is then proportional to cos?(0)cos?(¢) where 0 is the angle
between the emission polarization and the projection of x4 onto the sample plane (the
plane normal to the detection axisw), and ¢ is the tilt angle between g and the sample
plane (out-of-plane angle). When a polarizer is rotated in the emission pathway, the
detected intensity oscillates between I, = 0 and I .y = |p)? - cos?(¢)*. The result is
100% polarized emission regardless of the orientation of the molecule. Less than 100%
polarization has been observed in single pentacene molecules in p-terphenyl, however,
in this case the loss of polarization was the result of birefringence of the crystalline
p-terphenyl matrix turning the linear polarized light into elliptical light [40, 41].

* This result is only strictly true for a radiating dipole in free space, observed through a lens with an
infinitely small collection angle. In reality, the large numerical aperture of the microscope objective
used (NA =0.7) allows some detection of light emitted parallel to the collection axis, which means
that, in principle, some “bright axis” transitions can be found which do not show 100% polarization.
In practice, however, these dipoles are rarely seen since they also emit the least amount of light in the
direction of the detector. As a result, virtually all single chromophores with a “bright axis” show
100% polarization. Later in this chapter, we will explicitly address the effects of collection angle and
the radiation pattern of a dipole on a dielectric surface.
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The differences observed in Fig. 9-5 are not an artifact of the experimental or sam-
ple preparation procedure such as those described in [40, 41]. To verify this, single Dil
molecules, which have previously been shown to have a “bright axis” [36, 37] were
studied. In our experimental apparatus, the average degree of polarization for the
10 single Dil molecules studied was found to be ~100%, consistent with a “bright
axis” transition (Fig. 9-6b inset). In addition, results nearly identical to those seen in
Fig. 9-5 have also been obtained for nanocrystals that were deposited onto the sub-
strate surface in hexane with no surrounding matrix.

The varying degrees of polarization shown in Fig. 9-5 are actually the result of the
nature of the emission transition dipole. Due to the prolate shape and unidirectional
wurtzite crystal structure, theoretical calculations have predicted two potential transi-
tion dipole orientations for the band edge states of CdSe nanocrystals [42]. The first is
similar to what was described above for single molecules, with a unidirectional “bright
axis” oriented parallel to the wurtzite c-axis. Transitions involving these states should
have a polarization dependence similar to what is seen for single Dil molecules, with a
high degree of polarization observed for every nanocrystal. The other potential orien-
tation is a doubly degenerate 2 dimensional transition dipole oriented isotropically in
the x-y plane of the nanocrystal. In this case, what remains is a unidirectional “dark
axis” along which no light is emitted. This “dark axis” is oriented parallel to the c-axis.

Transitions involving states with a “dark axis” should show very different polariza-
tion dependence than “bright axis” states. The detected emission intensity for a “dark
axis” transition is proportional to (1-cos?(0)cos?(¢)) where 0 and ¢ are defined as
above relative to the “dark axis” orientation. In this case, as the emission analyzer is
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Figure 9-5. Single nanocrystal polarization spectroscopy. Normalized emission intensity of three single
52 A overcoated nanocrystals as a function of analyzer angle. The solid lines correspond to the fit to a
sine-squared function of analyzer angle with a 180 degree period. Data in Fig. 9-5 is the average of 6
complete 180 degree rotations. Inset) Image of one nanocrystal from Fig. 9-5 (triangles) as a function of
analyzerangle (angle can be read directly off the x-axis below each image). All data was taken with a 5
second integration time, 60 W/cm? excitation intensity and 0 degree excitation polarization. Data in
Fig. 9-5 are from ref. [27].
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rotated, the strength of the transition oscillates between [I..=|u> and I,
= |u|>cos?(¢). As a result, the degree of polarization will vary from 0 to 100% depend-
ing on the out-of-plane angle (¢). The data in Fig. 9-5 suggests that emission in CdSe
nanocrystals results from a “dark axis” state. This is not surprising since the two low-
est optically active states in CdSe nanocrystals are predicted to have “dark axis” tran-
sition dipoles. Since the lowest excited state is formally spin forbidden, emission is
likely to proceed through some form of mixing or phonon mediated transition involv-
ing one of these near-lying optically active states.

An interesting characteristic of “dark axis” transitions is that, since the absolute
value of y can be measured directly (I,.x=|1|?), the out of plane angle (¢)) can be esti-
mated based on the degree of polarization observed. As a result, it is, in principle, pos-
sible to use polarization spectroscopy to directly measure the 3 dimensional orienta-
tion of individual nanocrystals from the phase (in-plane angle) and degree of polariza-
tion (out-of-plane angle) of each. Note, however, that there is no way to distinguish
between angles into (¢) and out of (—¢) the sample plane.

Figure 9-6 displays data from 176 single nanocrystals showing the phase and degree
of polarization for each. As can be seen, a broad distribution of parameters is ob-
served which covers for entire range of phase angles and degrees of polarization. It
should be noted that while there appears to be a relatively isotropic distribution of
phase angles, the distribution of polarizations is somewhat center weighted. There are
two additional effects which contribute to the predicted polarization dependence of
both “bright” and “dark” axis transitions and therefore affect the shape of the
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Figure 9-6. Polarization statistics. (A) Histogram of polarization phase angles for 176 single 52 A over-
coated nanocrystals. Top axis represents the corresponding in-plane orientation () of the nanocrystal c-
axis. (B) Histogram of degrees of polarization for the same 176 nanocrystals. Top axis represents the
corresponding out of plane angle (¢) of the c-axis relative to the sample plane. Note that the top axis is
non-linear and does not directly correspond to the histogram values below. Solid lines in (A) and (B)
correspond to the calculated probability histogram for an isotropic distribution of “dark axis” dipole
orientations, including the effects of surface and finite collection angle. Inset) Histogram of the degrees
of polarization of 10 single Dil molecules. Solid lines represent the calculated distribution of “bright
axis” orientations. Data in Fig. 9-6 are from ref. [27].
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expected probability distribution in Fig. 9-6b. First, we have only considered the
radiation pattern from an isolated dipole in free space. However, the pattern of radia-
tion from a dipole in a thin film on a dielectric interface has been found, both theore-
tically [43, 44, 45] and experimentally [46] to be significantly different than that of a
free dipole. Second, we have so far assumed an infinitely small collection angle in our
detection optics. This is not a good assumption, since the large numerical aperture
(NA = 0.7) of the microscope objective used allows the detection of photons emitted
with an angle of as much as ~45 degrees from normal. The result is that it is possible
to detect some photons which are emitted with a polarization perpendicular to the
sample plane. In the simple discussion of the polarization dependence of “bright” and
“dark” axis states, this additional contribution was neglected. The sum of these two
effects slightly alters the expected polarization dependence of both “bright” and
“dark” axis transitions (although the general conclusions remain the same). The cal-
culated probability histogram (solid lines) in Fig. 9-6 and 9-6(inset) include the effect
of the surface and collection angle by integrating the theoretical radiation patterns of
a dipole in a thin film over the full collection angle of the microscope objective. The
fits are consistent with an isotropic distribution of “dark” and “bright” axis orienta-
tions respectively.

From the data in Fig. 9-6a and b, the in-plane and out-of-plane orientation of each
nanocrystal c-axis can be calculated. The top axes have been added to indicate the
corresponding angles and include the contribution of the surface and finite collection
angle described above. A knowledge of the orientation of single nanocrystals relative
to the experimental frame of reference can be an extremely valuable tool in interpret-
ing single nanocrystal experiments. Man theoretical predictions which can be easily
studied on the single nanocrystal level rely on a precise knowledge of the orientation
of the c-axis relative to applied perturbations such as electric [38] and magnetic fields
[5, 39]. In addition, changes in the orientation of the transition dipole over time could
indicate either rotation of the nanocrystal within the sample or significant changes in
the electronic structure.

9.5 Single Nanocrystal Spectroscopy

In order to take spectra from single nanocrystals, the entrance slit of the spectrom-
eter is used to spatially isolate individual nanocrystals along a vertical region of the
image (Fig. 9-7a and b). As can be seen, it is usually possible to align several nanocrys-
tals at different vertical positions within the narrowed slit. The mirror in the spectrom-
eter is then replaced with a diffraction grating and light from each vertical position is
dispersed onto the CCD (Fig. 9-7c). What results is an image in which single nano-
crystals are spectrally dispersed along the x-axis and are vertically separated along the
y-axis corresponding to their spatial position within the entrance slit. In this way, it is
possible to simultaneously obtain spectra from several different nanocrystals. In
Fig. 9-7c, 4 single nanocrystal spectra are collected, however, careful manipulation of
the sample concentration can allow the simultaneous detection of up to 100 spectra.

Figures 9-8a and b show a comparison between a representative sample of single
nanocrystal spectra and the corresponding ensemble spectra from those samples.
Note that Fig. 9-8a and b show data from 2 different size samples. Due to quantum
confinement, there is a shift of the emission energy of both the single nanocrystal
spectra as well as the ensemble spectra when the average size is changed. As expected,
the ensemble emission spectrum can be reproduced by a convolution of the average
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Figure 9-7. Single nanocrystal imaging and spectroscopy. (a)
Image of single 45 A nanocrystals at 10K with the entrance slit
on the detector/spectrometer system open to 7 mm. White dotted
lines represent the center of the entrance slit. (b) Image of the
same region as in (a) with the entrance slit closed to 0.125 mm.
Several bright spots can still be seen between the narrowed slits.
(c) Spectrally dispersed image of the entrance slit in (b). This
image consists of many single nanocrystal spectra plotted along
the x-axis, each separated along the y-axis according to their ver-
tical position between the entrance slit. For each single nanocrys-
tal between the narrowed slit, there is a corresponding single
nanocrystal spectrum. Note that the center nanocrystal spectrum
is very dim, suggesting that this nanocrystal stopped emitting
sometime during the 30 second integration time.

Figure 9-8. Ensemble vs single nanocrystal spectra for three dif-
ferent sample sizes. a) and b) Ensemble spectra with a represen-
tative set of single nanocrystal spectra obtained from these sam-
ples. ¢c) Ensemble spectrum with a histogram of integrated inten-
sities for 513 single nanocrystal spectra obtained from that sam-
ple. The histogram includes the scaled contribution of zero, one
and two phonon lines from each nanocrystal. All single nanocrys-
tal spectra were taken with a 60 second integration time and 100
W/cm? excitation intensity. Data are from ref. [22].
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single nanocrystal lineshape with the distribution of zero-phonon energies measured
within the sample (Fig. 9-8c). It is the highly parallel detection scheme described
above that allows such comparisons to be made. The close agreement between the
ensemble average distribution and the average of the distribution of single dot spectra
is an important result. It demonstrates that the nanocrystals observed in these experi-
ments are not somehow anomalous, but are representative of the ensemble distribu-
tion.

All single nanocrystal spectra show qualitatively similar spectral characteristics in-
cluding narrow peaks and a longitudinal-optical (LO) phonon progression with peak
spacing comparable to the bulk LO phonon frequency. Differences in phonon cou-
pling are observed between different nanocrystals (see Fig. 9-8a and b) with an aver-
age value that is equal to the phonon coupling measured in ensemble samples [22].
The range of phonon couplings measured in these experiments is something that can
only be seen on the single nanocrystal level and represents a clear example of ensem-
ble averaging, in which information about the individual members of a distribution is
lost when averaged over the ensemble.

9.6 Spectral Diffusion

Examination of many single nanocrystal spectra reveals a wide range of linewidths
and non-Lorentzian lineshapes. In addition, the lineshape of individual nanocrystals is
found to be extremely sensitive to experimental parameters such as excitation inten-
sity [Fig. 9-9a-d]. This is true even though excitation occurs far from the emitting state
(> 200 meV) so that traditional power or saturation broadening should be insignifi-
cant. There is also a strong lineshape dependence on integration time [Fig. 9-9¢]. This
is similar to what is seen in single molecule spectroscopy where linewidths are found
to be dependent on acquisition time [47-51]. In single molecule spectroscopy, line-
shapes are thought to arise from rapid shifting of the emission energy (spectral diffu-
sion) on a timescale that is fast relative to the acquisition time of the experiment.
These spectral shifts result from changes in the local environment which interact with
single molecules through short range strain fields [49]. In these cases, the lineshape of
single molecule spectra are determined by the dynamics of the local environment and
not the intrinsic physics of the molecule.

Figure 9-10 demonstrates that single nanocrystal lineshapes are also dominated by
spectral diffusion. Figure 9-10a shows a high resolution spectrum of the zero phonon
line of a single nanocrystal with a 10 second integration time. Spectral features include
a linewidth of ~2 meV as well as a second peak, shifted by ~3 meV. While it may be
tempting to interpret the lineshape of this spectrum in terms of intrinsic nanocrystal
physics, Fig. 9-10b indicates that this is not accurate. Figure 9-10b shows several spec-
tra of the same nanocrystal with a 0.1 second integration time. At such short integra-
tion times, a single resolution limited peak is seen shifting in energy across the full
spectral range occupied by the 10 second spectrum. A histogram of peak positions
from 150 consecutive 0.1 second spectra demonstrates that the entire lineshape of the
10 second spectrum is a consequence of spectral diffusion [figure 9-10c].

The observation of spectral diffusion in these nanocrystals is actually quite surpris-
ing. While single molecules are exquisitely sensitive to changes in their surrounding
environment [21, 20], this was not expected to be true for nanocrystals. The energies
of the delocalized exciton in CdSe nanocrystals do not appear to be sensitive to the
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Figure 9-9. Effect of experimental conditions on single nanocrystal lineshapes. (a)-(c) Three spectra of
the same single 45 A nanocrystal with a 1 minute integration time and 314, 150 and 65 W/cm? excitation
intensity respectively. (d) Average single nanocrystal linewidth as a function of excitation intensity for a
sample of 34 overcoated nanocrystals (56.5 A) with a integration time of 30 seconds. (¢) Average single
nanocrystal linewidth as a function of integration time for 40 nanocrystals from the same sample as (d),
with 85 W/cm? excitation intensity. The top axes of (d) and (e) indicate the excitation energy density (time
X intensity) at each point in order to allow a direct comparison the effects of time and intensity on the
average single dot linewidth. Data in (a)-(c) are from ref. [22]. Data in (d) and (e) are from ref. [26].

chemical nature of the nanocrystal surface [52] and should therefore be relatively
unaffected by small changes in the surrounding environment. As such, the perturbing
force required to produce the observed spectral shifts must be quite large.

There are two main implications of the data in Fig. 9-10. First, it is clear that the
lineshape of a single nanocrystal contains information about changes in the surround-
ing environment and not the intrinsic physics of the nanocrystal. Second, changes in
the lineshape of a single nanocrystal spectrum resulting from different experimental
conditions (Fig. 9-9) are likely to be the result of changes in spectral diffusion. In the
case of broadening as a function of excitation intensity, this can be observed directly
(Fig. 9-11). The magnitude and frequency of these small spectral shifts are found to
increase with increasing excitation intensity. In addition, the linewidth of a single
nanocrystal spectrum is actually dependent on the wavelength of excitation, with exci-
tation closer to the band edge resulting in narrower emission spectra [26]. This sug-
gests that the contribution of excitation intensity is in the form of energy released as
the exciton relaxes to its emitting state. This is further supported by the close overlap
of the time and intensity curves in Fig. 9-9d and e when plotted against excitation
energy density (top axis). A direct comparison reveals that changing the excitation
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Figure 9-10. Contribution of spectral diffusion to single nanocrystal lineshapes. (a) Spectrum of a single
56.5 A overcoated nanocrystal with a 10 second integration time at 10K. (b) A representative sample of
6 spectra from the same nanocrystal as in (a), with a 0.1 second integration time. Of 150 spectra taken in
rapid succession (total ~15 sec), frames 1-6 indicate spectrum number 1, 16, 35, 59, 84 and 150 respec-
tively. (c) Histogram of peak positions from each of the 150 spectra described in (b). Excitation intensity
for all spectra in figure 10 was 200 W/cm?. All data in Fig. 9-10 are from ref. [26].

intensity has the same effect on the average single nanocrystal linewidth as changing
the integration time by the same relative amount. This overlap suggests that the ob-
served broadening is related to the number of excitations (and therefore the amount
of excess excitation energy released) during the acquisition of a single spectrum.

The effect of excess excitation energy is not the result of heating. Heating is
expected to be insignificant in these experiments due to rapid dissipation of heat into
the surrounding matrix (~10° excitations/second with AT ~ 6K/excitation which dissi-
pates in < 107'2 seconds). Instead, phonons emitted as the exciton relaxes to its lowest
excited state may couple directly to the local environmental changes responsible for
spectral diffusion. While we have not yet discussed the nature of these environmental
changes, evidence which will be presented later in this chapter suggests that spectral
diffusion is the result of changing local electric fields around individual nanocrystals.
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small spectral shifts observed. Data from Fig. 9-11 are from ref. [22].

These fields are thought to result from charges trapped on or near the surface of the
nanocrystal. The role of the released excess excitation energy may be to facilitate
movement of these charges between local trap sites, resulting in fluctuations in the
local electric field which produce the observed spectral diffusion shifts.

By decreasing the excitation intensity, it is possible to reduce spectral diffusion in
some nanocrystals to the point where shifts that are observable above our resolution
limit occur on a timescale of many seconds to minutes. At these intensities, resolution
limited linewidths as narrow as 120 peV have been observed at 10K (Fig. 9-12.). These
peaks are ~600 x narrower than the full ensemble fluorescence. This finding is consis-
tent with theoretical predictions and reinforces the description of these nanocrystals
as “artificial atoms”.
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Figure 9-12. Single nanocrystal spectra. (a)-(c) High resolution spectra of ultra-narrow zero phonon
lines from 3 different single 43 A overcoated nanocrystals. Spectra were taken with a 60 second integra-
tion time and an excitation intensity of 25 W/cm?. Data in Fig. 9-12 are from ref. [22].
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9.7 Large Spectral Diffusion Shifts

While the small spectral shifts described above occur on a very fast timescale, a sec-
ond type of spectral shifting is also observed. These shifts result in much larger
changes in the emission energy and occur on a timescale from seconds to many min-
utes, even under high excitation intensities. Figure 9-13 shows consecutive low res-
olution spectra of a single nanocrystal which reversibly shifts in energy more than 80
meV over 16 minutes. The large decrease in emission intensity as the spectrum shifts
to the red may be the result of the absorbing states shifting out of resonance with the
exciting laser™.

The most interesting feature of Fig. 9-13 is that as the spectrum shifts to lower ener-
gies, there is a significant increase in coupling to LO phonons which is measured as
the ratio of the integrated intensity of the zero and one phonon peaks. Phonon cou-
pling is a very sensitive measure of the overlap between the electron and hole wave-
functions within the nanocrystal core (Fig. 9-14). A separation between the electron
and hole results in a temporary electric field within the nanocrystal. This field tends to
distort the ionic CdSe crystal lattice by pulling the positively charged Cd?* ions
toward the electron and the negatively charged Se? ions toward the hole (Fig. 9-14b).
When the exciton recombines, the temporary field is removed and the distorted crys-
tal lattice relaxes to its equilibrium state resulting in vibrations (Fig. 9-14c). The result
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Figure 9-13. Spectral diffusion. Sexteen consecutive 60 second spectra of the same single 39 A nano-
crystal with an excitation intensity of 2.5 kW/cm?. Insets show magnification of the y-axis by the indi-
cated amounts. Data for Fig. 9-13 are from ref. [22].

** In these experiments the nanocrystals were excited far above the band edge, in a region with a high
density of states and should therefore be relatively insensitive to small spectral diffusion shifts. How-
ever, even in ensemble excitation spectra, shifts as large as those observed in Fig. 9-13 could be
enough to move the inhomogeneously broadened absorbing state out of resonance with the exciting
laser.
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tion creates a temporary internal electric field which distorts the ionic crystal lattice. (c¢) When the exci-
ton recombines, the internal field disappears and the atoms relax to their equilibrium positions, creating
lattice vibrations.

is enhanced coupling of the emitted photon to optical phonons. This interaction is
called Frolich coupling and the degree of coupling is related to the amount of separa-
tion between the electron and hole wavefunctions.

The changes in phonon coupling observed in Fig. 9-13 suggests that these large
spectral diffusion shifts are accompanied by a change in the overlap of the electron
and hole wavefunctions. One possible source of such a change is a local electric field
which could pull the electron and hole wavefunctions toward opposite sides of the
nanocrystal. In fact, the spectral characteristics seen in Fig. 9-13 are very similar to
what is observed in low temperature ensemble Stark experiments [53]. In the presence
of an applied electric field, ensemble emission spectra are seen to shift to lower ener-
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gies with a corresponding increase in phonon coupling. The observed similarities sug-
gest that perhaps changing local electric fields around individual nanocrystals may
play a role in spectral diffusion.

9.8 Stark Spectroscopy

To further investigate the role of electric fields in spectral diffusion, it is possible to
make direct measurements of the quantum confined Stark effect in single nanocrystals
[25]. In addition to potentially contributing to the understanding of spectral diffusion,
the quantum confined Stark effect can also be used to probe the nature of the excited
states in these nanocrystals. For instance, delocalized exciton states within the nano-
crystal core should be highly polarizable, while localized surface trap states should
have a strong dipole character. These two types of states should be easily distin-
guished by the application of an electric field. In the past, however, inhomogeneous
broadening and ensemble averaging have greatly complicated the interpretation of
ensemble Stark measurements. For example, while the presence of an excited state
dipole has been suggested in ensemble Stark absorption studies [54, 55], nearly identi-
cal Stark data have also been interpreted without the need for a polar state [56, 57].
By eliminating the effects of ensemble averaging, single nanocrystal spectroscopy
should allow a conclusive determination of the nature of the emitting state.

Figure 9-15a shows the zero phonon line of a single nanocrystal under a range of
electric fields. The peak can be seen shifting continuously over more than 60 meV.
The slight change in zero-field energy over the series is due to spectral diffusion. Al-
though the first absorbing state has not yet been characterized for single CdSe nano-
crystals, even conservative estimates based on ensemble measurements suggest that
these shifts are more than an order of magnitude greater than the width of this state
[58]. Shifts of this magnitude support the potential of these nanocrystals for use in
electro-optic modulation devices. Shifts observed in these experiments are even com-
parable to room-temperature single nanocrystal linewidths [23, 59], indicating the
potential for use in non-cryogenic devices.

Figure 9-15b plots Stark shift as a function of field for the nanocrystal in Fig. 9-15a.
The Stark data can be fit with the sum of a linear and quadratic function of the applied
field, indicating the presence of both polar and polarizable character in the emitting
state™”. While a wide range of values for the excited state dipole along the applied
field axis are measured between individual nanocrystals (Fig. 9-16a), all single nano-
crystals demonstrate this dual character.

Previous ensemble Stark measurements of CdSe nanocrystals revealed a purely
quadratic shift of the peak emission energy as a function of applied field [53]. In light
of the current single nanocrystal experiments, this result can be explained as the prod-
uct of ensemble averaging. While individual dots reveal a strong linear component in
the Stark shift, the average dipole over the ensemble is zero (Fig. 9-16b). The result is
that ensemble samples should have a quadratic shift of the peak emission as a function
of field with an additional broadening due to the linear contribution of individual

*** What is measured in these experiments is actually the difference between the excited and ground
state dipole (polarizability). For simplicity in discussion, however, we refer to this value as the
excited state dipole (polarizability). This is a reasonable assertion since, to a first approximation,
any structural (ground state) dipole (polarizability) should be relatively unaffected by the presence
of a delocalized excitation.
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nanocrystals. Consistent with this, ensemble experiments reveal a broadening of the
emission with increasing electric field. Ensemble studies are further complicated,
however, by additional broadening due to changes in phonon coupling. In the past,
ensemble emission broadening has been attributed entirely to changes in phonon cou-
pling [53]. These single nanocrystal results, however, indicate that a polar contribution
must also be considered.

It is important to note that the excited state dipole measured in these Stark experi-
ments is completely unrelated to the transition dipole moment measured in the polari-
zation experiments described above. For instance, the application of a large electric
field can induce an excited state dipole in single nanocrystals which is oriented along
the applied field axis. However, when a large electric field (2.5 - 10° V/cm) is applied
to a single nanocrystal sample, no change in the orientation of the transition dipole is
observed (Fig. 9-17). This is not surprising, since the static excited state dipole is pri-
marily a function of the electron and hole envelope wavefunctions [57], while the
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Figure 9-16. Single nanocrystal Stark shifts. (a) Stark shift of emission versus applied electric field for
four different single 58 A nanocrystals. Lines indicate fits to the sum of a linear and quadratic shift as a
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Figure 9-17. Emission polarization dependence on electric field. Emission intensity of a single nano-
crystal as a function of analyzer angle in the presence and absence of a 2.5 x 0° V/cm electric field (open
and closed circles respectively). The field is applied within the sample plane along the direction that is
parallel to the zero degree line of the polarizer. The data has been normalized and offset for clarity, so
that a direct comparison between the phase and degree of polarization can be made.

dynamic transition dipole is primarily a function of the unit cell wavefunction [60],
and to a good approximation, these two components of the total exciton wavefunction
are separable.

The observed excited state dipole is consistent with a highly polarizable excited
state in the presence of a strong local electric field. A comparison between the
changes observed in spectral diffusion and those induced by the presence of an
applied electric field are found to be very similar (Fig. 9-18a). In order to quantify
this, it is possible to compare phonon coupling vs shift for the two effects (Fig. 9-18b).
An identical relationship suggests that spectral diffusion results from changes in the
local electric field.

The presence of large local electric fields has several implications. First, the magni-
tude of the internal electric field extracted in all samples (~ 10° V/cm) implies exten-
sive state mixing near the band edge. This conclusion has also been reached on the
basis of ensemble non-linear optical experiments, where state mixing has been ob-
served directly [61]. At the same time, this state mixing may also help explain the
anomalously large LO phonon couplings measured in these nanocrystals [58]. Accord-
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Figure 9-18. Stark shift versus spectral diffusion. (A) Eight sequential 60 second emission spectra of a
single nanocrystal shifting due to spectral diffusion in the absence of an applied electric field. Insets
indicate magnification of the y-axis. (B) Stark series for a single 24 A ZnS overcoated nanocrystal in the
absence of any significant spectral diffusion. Insets indicate applied field in kilovolts per centimeter. (C)
Phonon coupling versus shift for Stark data (closed circles) and spectral diffusion (open triangles). Pho-
non coupling is measured as the ratio of the integrated intensity of the one longitudinal optical phonon
line to the zero phonon line. Stark and spectral diffusion data in (c) were taken from different nanocrys-
tals. Excitation intensity for data in (A) and (B) was 2500 and 285 W/cm?, respectively. Data in Fig. 9-18
are from ref. [25].

ing to current theory, emission occurs from a delocalized “dark-exciton” state [5]
which should only weakly couple to optical phonons [62, 63]. A strong local field
breaks the inversion symmetry of the exciton wavefunction, creating a separation of
charge within the ionic crystal. This charge asymmetry should then increase exciton-
LO phonon coupling through a Frolich interaction, as described above (Fig. 9-14).
Previous theoretical calculations of LO phonon couplings have concluded that the
experimentally observed ensemble values could be accounted for by the presence of a
local electric field equivalent to an electron on the surface of the nanocrystal [62].
This field magnitude is consistent with what is observed in these single nanocrystal
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experiments. In addition, different local electric fields around individual nanocrystals
may also explain the wide range of phonon couplings observed in single nanocrystal
experiments as seen in figure 8.

Another implication of changing local electric fields is that there should be a direct
correlation between spectral diffusion shifts and changes in the magnitude of the
induced excited state dipole. Consistent with this prediction, distinct changes in the
single nanocrystal Stark shift can be seen accompanying spectral diffusion shifts. Fig-
ure 9-19a shows 11 consecutive spectra of the same single nanocrystal under different
field conditions. Following a spectral diffusion shift in the sixth frame, there is an
increase in the magnitude of subsequent Stark shifts. Over 50 minutes, distinct
changes in the zero-field position are clearly observed (Fig. 9-19b). Accompanying
each of these shifts is a corresponding change in the response to the applied field. Dur-
ing minutes 26-32, the Stark shifts become almost purely quadratic, indicating that
the excited state dipole along the applied field has become very small. By measuring
the complete Stark series for a single nanocrystal before and after a spectral diffusion
shift, it is possible to determine which of the Stark parameters is changing. Figure
9-20a shows a single nanocrystal Stark series for a 52 A overcoated nanocrystal. Fig-
ure 9-20b show a Stark series for the same nanocrystal after a spectral diffusion shift.
A fit to the two curves reveals that while the polarizability remains the same, the mag-
nitude of the excited state dipole changes by a factor of ~2.5. Analysis of the Stark
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Figure 9-19. Effect of spectral diffusion on Stark shifts. (a) Eleven consecutive 30 second emission spec-
tra from a single 75 A overcoated nanocrystal in the presence of a repeating sequence of electric fields:
negative field, zero field, positive field, zero field. Inset numbers and symbols represent the frame num-
ber and applied field respectively. (-), (0) and (+) represent —350, 0 and +350 kV/cm applied fields
respectively. A spectral diffusion shift is indicated in frame 6. (b) Summary of 100 consecutive 30 second
spectra of the same nanocrystal under the field conditions described above. Data are plotted as a func-
tion of time, peak energy, and electric field. Open triangles, closed circles and open circles indicate fields
of =350, 0 and 350 kV/cm respectively. Excitation intensity for all spectra in Fig. 9-19 was 25 W/cm?.
Data for Fig. 9-19 are from ref. [25].
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parameters between the spectral diffusion shifts in Fig. 9-19b also reveal no change in
the measured polarizability over the 50minutes, however, the dipole contribution
changes by almost a factor of 50. The correlation of spectral diffusion with changes in
the magnitude of the induced excited state dipole supports the Stark model of spectral
diffusion.

An alternative interpretation of the data in Fig. 9-19 is that it is not the local field
that is changing around the individual nanocrystals, but rather that the nanocrystal is
reorienting (rotating) relative to a static local field. While it is unlikely that reorienta-
tion of the nanocrystals at 10K would occur on such a fast timescale, it is very impor-
tant to know for sure that this is not the case in order to correctly interpret the data in
Fig. 9-19. Of course, information about the orientation of single nanocrystals is avail-
able through the use of polarization spectroscopy as described above.

Figure 9-21 a plots the total emission intensity as a function of analyzer angle for a
single nanocrystal. Figure 9-21b show the simultaneous emission energy of the zero
phonon line, plotted as a spectral trajectory over time. Over 40 minutes, many large
spectral diffusion shifts can be seen, however, no change in the degree of polarization
or phase is observed. Since the transition dipole is not affected by electric fields, the
data in Fig. 9-21 suggests that spectral diffusion is the result of a dynamic local electric
field and not reorientation of the nanocrystal within a static field.

Ensemble dielectric dispersion measurements have suggested the presence of a
ground state dipole in CdSe nanocrystals [38]. However, while the data in Fig. 9-19
does not preclude a contribution to the excited state dipole from intrinsic structural or
charge asymmetries in the ground state [38, 61], it does indicate that a large portion of
the dipole arises from an extrinsic source.

If we assume that the excited state dipole is the result of local electric fields (either
intrinsic or extrinsic), the magnitude of this average field is found to be quite large,
comparable to that produced by a point charge (electron or hole) trapped on or near
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Figure 9-21. Polarization versus spectral diffusion. (a) Total emission intensity of a single 52 A over-
coated nanocrystal as a function of analyzer angle with fit. (b) Relative emission energy of the zero pho-
non line of the nanocrystal in (a) as a function of time. The data in (a) and (b) were taken simulta-
neously so that changes in emission energy and polarization could be monitored concurrently. Data in
Fig. 9-21 was taken with an integration time of 30 seconds, an excitation intensity of 60 W/cm? and exci-
tation polarization at 0 degrees. Data in Fig. 9-21 are from ref. [27].

the surface of the nanocrystal. As mentioned previously, photoionization has been
proposed as the source of fluorescence intermittency in single CdSe nanocrystals at
room temperature [23]. Photoionizatiuon leaves a charged nanocrystal core that may
not relax radiatively upon further excitation. This is due to the fact that the presence
of a single charge in the CdSe core creates a very rapid, non-radiative Auger relaxa-
tion pathway [64]. Emission resumes when the core is neutralized by the return of the
ejected charge. As discussed above, a similar on-off behavior is observed at liquid
helium temperatures [22, 29]. At 10 K, however, there is little thermal energy avail-
able to promote the return of an external charge. Instead, neutralization may occur
through an additional ionization event, resulting in an emitting nanocrystal in the
presence of a potentially large and randomly oriented local electric field. Additional
ionization or recombination events, as well as relocalization of external charges, could
results in changes in both the zero-field energy as well as the excited state dipole of a
single nanocrystal. This is consistent with what is observed in Fig. 9-19.

Stark measurements of different size samples reveal some general trends in the
average polarizability, excited state dipole and calculated internal electric field as a
function of size (Fig. 9-22). The increase in polarizability with size is consistent with
ensemble measurements [53] and with the increase in volume of the nanocrystals. The
observed increase in excited state dipole with size is a result of the corresponding
increase in polarizability, since the average internal electric field actually decreases
with size. A decrease in the internal field with size is consistent with the proposed
ionization model. As the size of the nanocrystal is increased, the average distance of
an external charge from the center of the exciton wavefunction increases. The result is
a decrease in the average internal electric field.

To reinforce this result, a ZnS overcoated sample with the same size CdSe core as
one of the non-overcoated samples was also studied. The measured values of the
polarizability for the overcoated and non-overcoated samples were found to be statis-
tically identical, consistent with minimal delocalization of the exciton into the ZnS
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Figure 9-22. Size dependence of Stark characteristics. (a) Measured average polarizability as a function
of size for non-overcoated and overcoated nanocrystals (closed circles and triangle respectively). (b)
Measured average excited state dipole and calculated internal electric field (closed and open circles
respectively) as a function of size for non-overcoated nanocrystals and measured average excited state
dipole for overcoated nanocrystals (closed triangle). Data in Fig, 9-22 was taken with a 30 second inte-
gration time and 250 W/em? excitation intensity from (47) 37.5 A overcoated nanocrystals, (57) 37.5 A,
(83)29 A, (74) 26 A and (16) 22 A non-overcoated nanocrystals. The calculations include screening by
the CdSe core and ZnS shell as necessary. Data in Fig. 9-22 are from ref. [25].

shell [35]. At the same time, however, a significant decrease in excited state dipole is
observed. This is consistent with the ZnS shell forcing external charges to reside
farther from the exciton wave function, while simultaneously screening external fields.
The ZnS shell also acts as a barrier to ionization [23], potentially decreasing the num-
ber of charges around the nanocrystal.

Within the framework described above, the large spectral shifts seen in figure 9-13
may result from ionization and recombination of carriers, while the small shifts in fig-
ure 10 may result from slight field modulations due to movement of charges between
local trap sites. For electric fields on the order of the local fields measured in these
experiments, Fig. 9-16b indicates that the dependence of the Stark shift (AE) on elec-
tric field (F) is in the quadratic regime (AE oc F?). This implies that the magnitude of
the change in energy [A(AE)], and therefore the observed linewidth, due to a fluctuat-
ing field (AF) will also depend on the average field present [A(AE) x F-(AF)]. Consis-
tent with this prediction, Stark shifted emission spectra like those in Fig. 9-15a are
seen to broaden as they shift to lower energies (higher total internal fields). Figure
9-23a plots the linewidth of a single nanocrystal as a function of relative shift in the
presence of an applied field. This data can be roughly fit with a function that varies as
the square root of the observed shift, consistent with the Stark model. In addition,
Fig. 9-22b indicates that overcoated nanocrystals have a smaller average internal elec-
tric field than non-overcoated nanocrystals (as evidenced by a smaller measured
excited state dipole). As a result, overcoated nanocrystals should have narrower aver-
age linewidths resulting from the same local field fluctuations than non-overcoated
nanocrystals. This is also found to be true (Fig. 9-23b). A comparison between the
average linewidth of single overcoated and non-overcoated nanocrystals with the
same size CdSe core as a function of excitation intensity reveals that the non-over-
coated sample has consistently broader linewidths under the same experimental con-
ditions.
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Figure 9-23. Effects of a fluctuating local electric field on single nanocrystal linewidths. (a) Linewidths
vs shift from the zero-field energy for a single 75 A overcoated nanocrystal in response to an applied
electric field. The solid line represents the fit to a square root function of the shift magnitude. (b) Aver-
age single nanocrystal linewidth as a function of excitation intensity for 34 overcoated nanocrystals and
25 non-overcoated nanocrystals (triangles and circles respectively) with the same CdSe core size (56,5
A). Data for Fig. 9-23 was taken with a 30 second integration time. The excitation intensity for Fig. 9-
23a was 25 W/em?. Data for (a) and (b) are from ref. [25] and [26] respectively.

As a final comment on spectral diffusion, it has been proposed here that the
changes in the local electric field responsible for spectral diffusion are the result of
charge carriers near individual nanocrystals. One thing that has not been addressed,
however, is the nature of the trapped charges (i.e. where are they?). To our knowl-
edge, no evidence currently exists which can conclusively locate these charges, how-
ever, some speculation can be made. Both spectral diffusion and the Stark results
shown in Fig. 9-19, have been observed in nanocrystals embedded in a polymer matrix
as well as ones deposited onto a quartz substrate with no surrounding matrix. Since
these effects are present in the absence of a matrix, this suggests that charges may
reside in trap sites on the surface of the NC. While this is just speculation, it is consis-
tent with the experimental evidence currently available.

9.9 Conclusion

In conclusion, current work being performed in single quantum dot spectroscopy
has greatly increased our understanding of CdSe nanocrystals. Many new and pre-
viously unobserved or unexpected phenomena have been revealed including fluores-
cence blinking, ultra-narrow transition linewidths, a range of phonon couplings
between individual nanocrystals, and spectral diffusion of the emission spectrum over
a wide range of energies. Eletric field studies have conclusively revealed both polar
and polarizable character in the emitting state. The polar component has been attrib-
uted to an induced excited state dipole resulting from the presence of local electric
fields. These fields, which are thought to result, in part, from trapped charge carriers
on or near the surface of the nanocrystal, are seen to change over time, resulting in
spectral diffusion. Careful observation of spectral diffusion has shown that on the
timescale of a typical single nanocrystal spectrum, lineshapes are primarily the result
of spectral shifting and not the intrinsic physics of the nanocrystal. The effects of inte-
gration time and excitation intensity on observed single nanocrystal linewidths also
strongly demonstrate the sensitivity of single nanocrystal spectroscopy to experimen-
tal conditions. Finally, polarization spectroscopy suggests that band edge emission
occurs through a 2 dimensional “dark axis” transition dipole, which may allow the
determination of the 3 dimensional orientation of individual nanocrystals.
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Experiments such as these and other single nanocrystal studies have introduced a
new level of understanding of both the theoretical aspects as well as the potential for
device application of this unique physical system. The use of single chromophore spec-
troscopy along with corresponding ensemble experiments is a powerful tool for eluci-
dating the microscopic details of ensemble systems. It is the hope of the authors that
the general interest in these and other single chromophore experiments will continue
and that the techniques of single chromophore detection will someday become a com-
mon analytical tool used in laboratories throughout the physical sciences.
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2 X-ray Characterization of Nanoparticles

Daniela Zanchet, Blair D. Hall, and Daniel Ugarte

2.1 Introduction

The hunt for new applications of nanostructured systems is now a major area of
research in materials science and technology. To exploit the full potential that nano-
systems offer, it is important that novel methods of manipulation and fabrication be
developed, in addition to extending current techniques of sample characterization to
smaller sizes. Success in devising and assembling systems on the scale of nanometers
will require a deeper understanding of the basic processes and phenomena involved.
Hence, one of the current key objectives is to adapt and develop a range of techniques
that can characterize the structural, electronic, magnetic and optical properties of
nanostructured systems. High-resolution techniques, that provide local information on
the nanometer scale (such as electron or scanning probe microscopies), as well as
those that provide only ensemble-average measurements, are all important in obtain-
ing a complete picture of material properties.

One of the most fundamental characteristics of nanometer-sized particles is their
very high surface-to-volume ratio. This can lead to novel and unexpected atomic
arrangements, and may also have dramatic effects on other physical or chemical attri-
butes. Because of this, the precise determination of nanoparticle structure, both medi-
um-range order and/or the existence of local distortion, is a fundamental issue. Meth-
ods of structure determination can be broadly classified in two categories, depending
on the use of real or reciprocal space data. Direct space methods allow the visualiza-
tion of the atomic arrangement in nanometer-sized regions; the most vivid examples
are: High Resolution Transmission Electron Microscopy (HRTEM) and Scanning
Probe Microscopies (Scanning Tunneling Microscopy; Atomic Force Microscopy;
etc). Reciprocal space-based methods exploit interference and diffraction effects of
photons or electrons, to provide sample-averaged information about structure. For
most bulk material-related studies, reciprocal space methods are much easier to apply
than direct methods, disposing of numerous, flexible, mathematical tools to fully
exploit the experimental data.

In fact, it must be recognized that X-ray diffraction (XRD), based on wide-angle
elastic scattering of X-rays, has been the single most important technique for deter-
mining the structure of materials characterized by long-range order [1]. However, for
other systems, such as disordered materials, XRD has been of limited use, and other
experimental techniques have had to be developed. A particularly powerful example
is the technique of EXAFS (Extended X-ray Absorption Fine Structure) [2], which
probes the local environment of a particular element. Although this method is, as
XRD, reciprocal space-based, it is essentially a spectroscopic technique, exploiting the
energy-dependence of X-ray absorption due to interference effects in the individual
photoelectron scattering process. This fact allows precise measurement of a local envi-
ronment without the necessity of long-range order in the material.

Small-angle elastic X-ray scattering (SAXS) can provide direct information about
the external form of nanoparticles or macromolecules, by measuring the typical size
of the electron density variations [3]. For example, SAXS measurements can be used
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to estimate the radius of gyration of particles, giving information related to the aver-
age particle diameter. The applicability of this technique depends on both detection
range and X-ray beam divergence: in general, it can be applied to determine the size,
or even size distribution, of nanoparticles in the 1-200 nm range.

This chapter will discuss structural characterization of nanostructured materials
using X-rays. Many techniques, of varying degrees of complexity, could be presented
here, however, it is not our intention to review all available experimental methods.
Instead, we wish to highlight problems that can arise when well-established methods
of measurement, or treatment of data, for the bulk are applied to nanosystems. To do
this, we will analyze the structure of a sample of 2 nm gold particles using both XRD
and EXAFS. SAXS studies are not included in our discussion as their size-range of
applicability is already well suited to nanoparticle studies; readers are referred to
existing texts describing this technique [3, 4].

XRD and EXAFS are both reciprocal space-based methods usually applied to com-
paratively large amounts of sample (~ mm?). They are both capable of providing infor-
mation on the average behavior of nanoparticle samples, however, they differ in the
nature of X-ray interaction with matter (elastic or inelastic), and give two relatively
complementary types of information (long-to-medium range, versus local order,
respectively). We will concentrate on the application of these techniques to nanosys-
tems, and the special considerations that must be taken into account when doing so.
The discussion should enable the reader to get an idea of the general aspects involved
in characterizing nanosized-volumes of matter, and thereby understand how to opti-
mize experiments and data processing to fully exploit the capacities of these powerful
techniques.

2.2 X-ray sources

Since their discovery, at the end of last century, X-ray tubes have not changed in
their basic principle of operation. A beam of energetic electrons is directed onto a
solid target (Copper, Molybdenum, etc), generating X-ray photons. The resulting X-
ray energy spectrum is made up of intense narrow fluorescent lines (white lines), char-
acteristic of the target material, and a less intense continuous spectrum (Bremsstrah-
lung) [1].

This simple type of device has allowed the development of extremely powerful
crystallographic methods that have been used extensively to determine material struc-
ture by diffraction experiments. As already mentioned, XRD involves the elastic scat-
tering of photons; it requires a collimated, and rather monochromatic, incident X-ray
beam. These conditions can be reasonably well met by using the characteristic lines of
X-ray tubes. For many years, experimental methods have been limited by the discrete
nature of the energy distribution of the conventional X-ray tubes. However, in the last
few decades, synchrotron facilities characterized by high intensity, enhanced bright-
ness, and a continuous energy spectrum, have been developed. Such sources, com-
bined with efficient and flexible X-ray optics (mirrors, monochromators, slits, etc.),
can supply a monochromatic beam of X-rays for which continuous variation of the
energy is possible. This has stimulated the emergence of new techniques of analysis,
among them spectroscopic techniques, such as EXAFS [5].

Usually, in nanophase materials or nanoparticles, the actual amount of matter con-
stituting the nanometric sized volumes is extremely small. As a consequence, most
experimental techniques used for characterization are limited by the poor quality of



X-ray Characterization of Nanoparticles 15

signal that can be obtained. For X-ray methods, this becomes critical and the use of
the modern synchrotron sources is almost a prerequisite to obtain good quality data.
In the sections that follow, we describe the results of experiments performed at the
Brazilian National Synchrotron Laboratory (LNLS), where conventional X-ray optics
and experimental set-ups for powder diffraction, and X-ray absorption spectroscopy
were used; no special apparatus was employed for these measurements on nanosys-
tems.

2.3 Wide-angle X-ray diffraction

2.3.1 Diffraction from small particles

The distribution of X-ray intensity scattered by a finite-sized atomic aggregate
takes on a simple form, provided that aggregates within the sample are uniformly and
randomly oriented with respect to the incident beam. Under these conditions, a
radially symmetric powder diffraction pattern can be observed.

Powder diffraction patterns for individual particle structures can be calculated
using the Debye equation of kinematic diffraction [6]. For aggregates containing only
one type of atom, the Debye equation is expressed as:

Iy(s)=I,NF*(s) |1+ Z(Sm 25 (2-1)

n¢ m 2‘7TSI/'IIIII

where [ is the intensity of the incident beam and I(s) is the power scattered per
unit solid angle in the direction defined by s = 2sin(0)/4,, with 0 equal to half the scat-
tering angle and /, the wavelength of the radiation. The scattering factor, f(s), deter-
mines the single-atom contribution to scattering, and is available in tabulated form
[7]. N is the number of atoms in the cluster and r,,, is the distance between atom m
and atom n. The Debye-Waller factor, D, damps the interference terms and so
expresses a degree of disorder in the sample. This disorder may be dynamic, due to
thermal vibrations, or static, as defects in the structure. A simple model assumes that
the displacement of atoms is random and isotropic about their equilibrium positions.
In this case,

D- exp(— (27tsAx)2) (2-2)

where Ax is the rms atomic displacement from equilibrium along one Cartesian
coordinate [6].

The Debye equation is actually in the form of a three dimensional Fourier trans-
form, in the case where spherical symmetry can be assumed. As such, some feeling for
the details of powder diffraction patterns can be borrowed from simple one-dimen-
sional Fourier theory. Firstly, at very low values of s, the reciprocal space variable, one
can expect to find the low-frequency components of the scatterer structure. This is the
small-angle scattering region, in which information about the particle size and exter-
nal form is concentrated. No details of the internal atomic arrangements are con-
tained in the small-angle intensity distribution (see [3,4,6] for a description of small-
angle diffraction). Secondly, beyond the small-angle region, intensity fluctuations
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arise from interference due to the internal structure of the particle, or domains of
structure within it. The size of domains and the actual particle size need not to be the
same, so small-angle and wide-angle diffraction data can be considered as comple-
mentary sources of information. Thirdly, the finite size of domains will result in the
convolution of domain-size information with the more intense features of the internal
domain structure. This domain size information will tend to have oscillatory lobes that
decay slowly on either side of intense features (examples will be shown below).

2.3.2 Distinctive aspects of nanoparticle diffraction

The very small grain size of clusters in nanophase materials gives their diffraction
pattern the appearance of an amorphous material. Of course they are not amorphous:
the problem of accurately describing nanoparticle structure is one of the central
themes of this text. The difficulty in determining their structure by X-ray diffraction,
however, is imposed at a fundamental level by two features of these systems: the small
size of structural domains that characterize the diffraction pattern; and the occurrence
of highly symmetric, but, non-crystalline structures. In short, the common assumption
that there exists some kind of underlying long-range order in the system under study
does not apply to nanophase materials. This is most unfortunate because the wealth of
techniques available to the X-ray crystallographer must largely be put aside.

Size-dependent and structure-specific features in diffraction patterns can be quite
striking in nanometer-sized particles. Small particles have fairly distinct diffraction
patterns, both as a function of size and as a function of structure type. In general,
regardless of structure, there is a steady evolution in the aspect of diffraction profiles:
as particles become larger, abrupt changes do not occur, features grow continuously
from the diffraction profile and more detail is resolved. These observations form the
basis for a direct technique of diffraction pattern analysis that can be used to obtain
structural information from experimental diffraction data. This will be outlined in Sec-
tion 2.3.3 below.

2.3.2.1 Crystalline particles

Single crystal nanoparticles exhibit features in diffraction that are size-dependent,
including slight shifts in the position of Bragg peaks, anomalous peak heights and
widths [8]. Figure 2-1 shows the diffraction patterns for three sizes of face-centered-
cubic (fcc) particles, spanning a diameter range of 1.6-2.8 nm, and containing from
147 to 561 atoms. The intensities have been normalized, so that the first maximum in
each profile has the same height, and shifted vertically, so that the features of each
can be clearly seen. Also shown are the positions of the bulk (Bragg) diffraction lines
for gold, indexed at the top.

It should be immediately apparent from Fig. 2-1 that there is considerable overlap
in the peaks of the particle profiles. In fact, the familiar concept of a diffraction peak
begins to loose meaning when considering diffraction from such small particles. On
the contrary, Eq. 2-1 shows the diffraction from a small body to be made up of a com-
bination of continuous oscillating functions. This actually has several important conse-
quences, which have been known for some time [8]:

e not all peaks associated with a particular structure are resolved in small crystalline
particles;
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Figure 2-1. Calculated diffraction pat-
tern of three successive sizes of cubocta-
hedral (fcc) particles. The intensities of
the main (111) peak have been normal-
ized to the same value for display, in
reality their intensity increases rapidly
with size. The baselines of the profiles
have also been shifted vertically. At the

: Dl g : top of the figure the indices for the
L - L L L Bragg diffraction peaks are shown. The
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. 4 number of atoms per model and the
Scattering parameter (nm”) approximate diameters are inset.

Intensity (normalized)
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e those peaks that are resolved may have maxima that do not align with expected
bulk peak positions;

e peak shapes, peak intensities and peak widths may differ from extrapolated bulk
estimates;

e few minima in intensity between peaks actually reach zero;

e small, size-related, features appear in the diffraction pattern.

Clearly, to extract quantitative information based on size-limited bulk structure for-
mulae is fraught with difficulty. It means, for example, that an apparent lattice con-
traction, or expansion, due to a single peak shift may be size related. Also, the familiar
Scherrer formula [6], relating particle-size to peak-width, will be difficult to apply
accurately [9].

2.3.2.2 Non-crystalline structures

In many metals, distinct structures can occur that are not characteristic of the bulk
crystal structure. For most fcc metals, the preferred structures of sufficiently small par-
ticles exhibit axes of five-fold symmetry (see schematic representation in Fig. 2-2),
which is forbidden in crystals. These Multiply-Twinned Particles (MTPs) were first
identified in clusters of gold [10], and have since been well documented in a range of
metals [11]. Although MTPs exhibit distinct diffraction patterns, the interpretation of
diffraction data can not be made by applying conventional methods of analysis
because they lack a uniform crystal structure (e.g.: the location of the maximum in the
diffraction peak does not give precise information about the nearest-neighbor dis-
tances within the particles [12]. Furthermore, MTPs often co-exist with small fcc parti-
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Figure 2-2. Schematic representation of the three possible structures of metal nanoparticles: a) cubocta-
hedron, formed by a fcc crystal truncated at (100) and (111) atomic planes; b) icosahedron and c¢) deca-
hedron. b) and c) are known as Multiply-Twinned-Particles (MTPs), characterized by five-fold axes of
symmetry.

cles in a single sample. This greatly complicates the problem of determining nanopar-
ticle structure because, in general, it will not be possible to characterize an experimen-
tal diffraction pattern by a single particle structure.

The extent to which size and structure can impact on the MTP diffraction patterns
can be seen in Fig. 2-3 and Fig. 2-4. These figures show the two distinct MTP struc-
tures: the icosahedron [13, 14] and the truncated decahedron [14, 15]. Both of these
can be constructed by adding complete shells of atoms to a basic geometry. Individual
shells repeat the geometrical form, but with an increasing number of atoms used in
the construction. The models below used the inter-atomic distance in bulk gold, with
the MTP structures given a uniform relaxation as prescribed by Ino [14]. No Debye-
Waller factor was included.

Figure 2-3 shows three sizes of icosahedral particles, in a similar presentation to
Fig. 2-1. The icosahedral structure cannot be considered as a small piece of a crystal
lattice. However, an icosahedron can be assembled from twenty identical tetrahedral

(200) (222) (331) (5611/333)
(111) (220) (311) (400) (420)(422)
T T L R ¥ H

7 n:m - 561 atémé

2.1 nh - 309 at§m$

Intensity (normalized)

Figure 2-3. The diffraction patterns
of three successively larger icosahe-
dra. The intensities of the main peak
have been normalized to the same
. : . g e value for display, and the profile
4: : é : é: : 11'0 — 1‘2 : baseline shifted. The Bragg indices,
that apply to the bulk fcc structure,
are shown here only for reference.

1.6 nm - 147 atoms

Scattering parameter (nm™)
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b \ 2.9 nm - 605 atoms
\/ N
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/\ 1.5 nm - 116 atoms
/"
\/ / \/,‘ Figure 2-4. Three diffraction patterns

from successive sizes of decahedral parti-
"1 . é é . 1'0 2 cles. The fine edges of the decahedra are

K B truncated with (100) planes as suggested
Scattering parameter (nm'™) by Ino [14]. (100) p £

units, brought together at a common apex in the center of the particle. These tetrahe-
dra are arranged as twins with their three immediate neighbors, so that the complete
structure contains thirty twin planes. The individual tetrahedra are exact sub-units of
a thombohedral lattice [16], although it is common to regard them as slightly distorted
fcc tetrahedra.

The oscillatory features in Fig. 2-3 (clearly visible at s = 3 and s = 6 nm™!) are size-
related. In particular, the illusive, shoulder peak, to the right of the diffraction maxi-
mum, carries no internal-structure information [17]. It is clear in Fig. 2-3 that these
oscillations increase in frequency as the particle size increases. As a result, the promi-
nent shoulder peak moves in, towards the diffraction maximum, as the particle size
increases. These size-effects are most obvious in the icosahedral diffraction profiles
but occur for each structure type. In general, it is important to consider the conse-
quences of a sample size distribution (something that in practice is almost impossible
to avoid) when interpreting diffraction data.

In Fig. 2-3 the bulk fcc Bragg peak locations have been reported for reference
again. It can be seen that, in a mixture of structures, an icosahedral component may
not clearly distinguish itself, because its contributions to the diffracted intensity pro-
file will be most important in the same regions in which fcc peaks occur. This will be
exacerbated by a distribution of sizes: the feature on the right of the main peak will
broaden and may form a shoulder on the principal peak, making the latter appear as a
single asymmetrical diffraction peak.

Given that the tetrahedral structure of the icosahedral sub-units is crystalline, one
might expect the diffraction pattern of icosahedra to be characteristic of that struc-
ture. This does happen, but only at much larger sizes: when much larger models are
constructed, the rhombohedral lattice peaks start to be resolved [18].
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The last in this series of figures shows the diffraction patterns of three truncated
decahedral particles (Fig. 2-4). The decahedral structure is the one originally pro-
posed by Ino [14]. The decahedron can be considered as five tetrahedral sub-units,
arranged to share a common edge, which forms the five-fold axis of the particle. The
five component tetrahedra are in fact perfect sub-units of an orthorhombic crystal,
and can be derived from a slightly distorted fcc structure [16]. The narrow external
edges formed by the tetrahedra of a perfect geometrical structure are unfavorable
energetically. Here, these edges have been truncated by (100) planes according to Ino
[14], the more complex surface features proposed by Marks have not been modeled,
as they cannot be observed by diffraction [11].

While the general remarks made previously in relation to Figs. 2-1 and 2-3 apply
here too, it is apparent that the degree to which Fig. 2-4 differs from Fig. 2-1 is not as
great as in the icosahedral case. This is because on the one hand, the distortion of the
tetrahedra from fcc to orthorhombic involves less change than does the distortion in
the icosahedral structure. On the other hand, there are only five twin planes in the
decahedral structure, meaning that the sub-units are relatively larger, compared to the
particle diameter, and their structure is more apparent in the diffraction profile.

2.3.3 Direct analysis of nanoparticle diffraction patterns

The Debye equation shows that the diffracted intensity depends on the distribution
of inter-atomic distances within the scattering volume. While the internal structure
can be used to calculate a set of inter-atomic distances, the converse is not necessarily
true. This is a ubiquitous problem in diffraction, but it is worth drawing attention to
the present context: if a model diffraction pattern agrees well with observed data,
then there is strong evidence that the structure represented by the model charac-
terizes the actual structure of the sample. However, if more than one model structure
actually have very similar distributions of inter-atomic distances then diffraction
measurements will not be able to distinguish between them.

With this in mind, a direct approach can be used to analyze experimental diffrac-
tion data from nanoparticles. We have seen above that quite distinct features are asso-
ciated with both particle size and structure. Here, there is an opportunity to extract
both the structure type and the domain size distribution from an experimental diffrac-
tion profile. This is achieved by comparing combinations of model structure diffrac-
tion patterns with the experimental data, until a satisfactory match is obtained. Such a
procedure neatly handles the problem of sample size dispersion and makes only such
assumptions about particle structure as are necessary to construct a series of trial
model structures. This method was originally proposed as a way to interpret electron
diffraction data of unsupported silver particles [19, 20]. It has come to be known as
Debye Function Analysis (DFA) and has been applied since by two groups indepen-
dently [21-24]. A more complete description of DFA can be found in [25].

It is important to realize that the DFA does not alter the structure of the models in
any way: it does not attempt to refine nanoparticle structure. The DFA uses a finite
set of fixed-structure diffraction patterns to assemble the best possible approximation
to an experimental diffraction pattern. If the physical sample differs significantly in
structure from the models, for example because of lattice contraction or other relaxa-
tion, then the results of the DFA will show this up in the quality of the fit.
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DFA analysis is sensitive to the domain structure within the (often) imperfect parti-
cles. It remains an open question as to how particle imperfections will contribute to a
diffraction pattern: it has been suggested that certain defects can form domains with
local atomic arrangements similar to small icosahedra or decahedra, while the particle
as a whole may not appear to have this structure [26].

To illustrate DFA, we apply it to a diffraction pattern obtained from a sample of
gold particles. These nanoparticles have been synthesized by chemical methods [27]
and consist of gold clusters covered by thiol molecules (Cy;H,sSH), which are
attached to the surface by the sulfur atom. From transmission electron microscopy,
the size distribution was estimated to have a mean diameter of 2 nm and a half width
of 1 nm [28]. Powder X-ray diffraction studies were performed using 8.040 keV
photons. As nanoparticles diffraction peaks are rather large (FWHM = 5 degrees for
the (111) peak of 2 nm particles), we used 2 mm detection slits before the scintillation
detector. To set up the DFA, complete-shelled models for the three structure types
(fce, ico, dec) were used to calculate diffraction patterns. A total of twelve diffraction
patterns were calculated, covering the diameter range between approximately 1 and 3
nm for each structure type (see Table 2-1). In addition, two parameters were assigned
for background scattering: one to the substrate contribution, the other a constant off-
set. The Debye-Waller parameter was kept fixed during optimization, however the
rms atomic displacement (see Eq. 2-2) was estimated to be 19+ 3 x 1072 m, by repeat-
ing the fitting procedure with a range of values for D.

Table 2-1. Numerical values associated with the fit of Fig. 2-5. Note that the proportions of each struc-
ture have been rounded to integers, and when estimated values round to zero the associated uncertain-
ties are not reported. The quoted diameter values are obtained from the distribution of inter-atomic dis-
tances. The abrevations fcc, ico and dec, refer to cuboctahedral, icosahedral and decahedral model
structures, respectively.

Struct. No. Diam. Percentage Percentage
of atoms (nm) by number by weight

fcc 55 12 0 0
fcc 147 1.6 0 0
fcc 309 22 0 0
fcc 561 2.8 0 0
ico 55 1.1 40+ 14 2910
ico 147 1.6 7+7 14£13
ico 309 2.1 0 1£1
ico 561 2.7 0 1+1
dec 39 1.0 303 152
dec 116 1.5 20+ 14 31+21
dec 258 2.1 0 0
dec 605 29 1+2 8+14

The results of the DFA are presented in Table 2-1 summarizing both the models
used and the values estimated for each parameter. In particular, relative proportions
are reported both as a number fraction and as a fraction of the total sample weight.
This is done because the intensity of diffraction from particles increases in proportion
to the number of atoms, and hence larger particles will dominate an observation. The



22 Ugarte

upper window in Fig. 2-5 shows the experimental data (dotted line) superimposed on
the DFA best-fit (solid line), and once again, fcc peak positions are indicated for ref-
erence. The lower window shows the difference between the two curves. The almost
complete absence of structure in the difference curve indicates that a good fit has
been obtained.

The uncertainties reported in Table 2-1 are obtained by collecting statistics from
repeated runs. These runs simulate the variability of the measurement process by add-
ing a random component (noise) to the experimental data before each fit starts. The
random noise is added here assuming a Poisson process with a rate equal to that of
the actual measured intensity. The uncertainty estimates here are obtained from the
standard deviations of individual parameters by analyzing values from ten runs. A
more complete discussion of this approach to estimating uncertainty in parameters is
given by Press et al. [29].

Table 2-1 shows that the sample is composed only of MTP structures with a roughly
equal split between icosahedra and decahedra, both types of structure have sizes
mainly less than 2 nm. A greater proportion of the icosahedra are the smallest size in
the fit, while the decahedral contribution is dominated by the second smallest (1.5
nm) size domains. This is not immediately apparent from a visual inspection of the
raw data. Certainly, comparing the profiles of Fig. 2-3 with the experimental diffrac-
tion pattern in Fig. 2-5 one would not necessarily expect small icosahedra to be pres-
ent. Nevertheless, the quality of the fit is definitely made worse if icosahedral struc-
tures are excluded. Another remarkable fact is the total absence of fcc nanoparticles.
This probably indicates a high proportion of imperfect structures in the sample, which
may be showing up as MTPs in the fit.

While the uncertainty associated with the relative proportions of each model is
rather high, it must be remembered that these parameters are not independent: at
each run the balance of individual structure types is being varied — a little less of one
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structure means a little more of another — and this correlation is not captured by our
simple calculation of the statistics from several runs. Also, it is important to under-
stand that the parameters estimated by DFA are describing the shape of domain size
distributions (the uncertainty in the average domain size, for example, is much less). It
should not be surprising, therefore, that in the tails of the distributions (where param-
eter values are small) the relative uncertainty is higher than near the distribution cen-
ters. What these results do show is that it is becoming difficult to distinguish clearly
between the smallest decahedra and icosahedra. Improving the signal-to-noise ratio,
accounting better for systematic contributions (background, and gas scattering), and
extending measurements to higher values of scattering parameter, s, would all help to
aleviate this problem.

We conclude that DFA analysis has clearly identified the presence of MTP struc-
tures, and strongly suggests that both icosahedral and decahedral domains are con-
tained in the particles of the sample. Furthermore, given the closeness in size of the
decahedral domains to the size observed by TEM, we are confident that single-
domain decahedral particles are present in this sample.

2.3.3.1 Technical considerations

The measurement of diffraction patterns from nanoparticle samples differs some-
what from standard powder diffraction work. The intensity of scattering per atom is
weak, and the amount of sample material is often limited, so the detection of a low
level of diffraction signal can be critical. It is important to reduce unwanted sources of
diffraction, such as scattering from gas in the diffraction chamber, and diffraction
from the substrate material. Also, because diffraction features are very broad, only
low angular resolution is required at the detector and very broad collection angle
should be used, increasing the intensity and improving the statistical uncertainty of
readings. It must also be remembered that the entire diffraction profile contains struc-
tural information about the nanoparticles and therefore that good quality data should
be collected for the whole profile, not just in the more intense regions (peaks) of the
diffraction pattern.

If good results are to be obtained by DFA, it is important to account for all sys-
tematic contributions to the diffraction pattern. DFA tries to recreate an exact match
to the experimental data, and is therefore quite sensitive to effects that change the
profile shape or components that introduce some structure of their own. It is hard to
predict how such systematic errors will show up in the results of the analysis. We
therefore recommend that careful measurement of background scattering terms and
careful determination of the origin for the diffraction pattern (s = 0) be carried out.

An implementation of DFA requires a certain effort in the development of soft-
ware. A more interactive approach may be valuable in preliminary work, and has
sometimes been used in the past [18]. This can usually be done with any general pur-
pose computer mathematical package with graphics. The process is, surprisingly, rea-
sonably quick; indeed, it is an excellent manner in which to convince oneself of the
necessity to both incorporate size distributions and include MTP structures in the
analysis of metal nanoparticle structure.

An interactive method cannot, however, provide convincing, unbiased results, nor
estimate uncertainties in a large number of parameters: some form of automatic opti-
mization is desirable. Unfortunately, the problem to be solved is not easy. Experience
has shown that a technique suitable for global optimization is necessary, as one can
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easily be trapped in local minima. In the work presented here, a simple form of the
simulated annealing algorithm is used and found to be quick and reliable [22, 29], the
code used for this work is written in C and it runs on a desktop PC.

2.4 Extended X-ray absorption spectroscopy

2.4.1 X-ray absorption spectroscopy

The technique of X-ray Absorption Spectroscopy (XAS) explores variations in the
absorption coefficient of matter with photon energy. When a monochromatic X-ray
beam passes through a material, its intensity is reduced by various interaction pro-
cesses (scattering, absorption, etc.). For hard X-rays (more than 1000 eV), the photo-
electric effect dominates, in which a core atomic electron is ejected by photon absorp-
tion. The absorption coefficient, u, can be defined as [2, 30]:

I=1Ie™ (2-3)

where [ is the transmitted intensity, ¢ is the material thickness traversed and I is
the incident beam intensity. The coefficient ¢ depends both on material properties
and photon energy (E).

In general, as photon energy increases, the absorption coefficient decreases gradu-
ally until critical energies are attained, whereupon it changes abruptly. These disconti-
nuities, known as absorption edges, occur when the photon energy corresponds to a
threshold (Ey) for core electron excitation. The energy of the absorption edge is spe-
cific to each chemical element, since it corresponds to the binding energy of the
photoelectron.

When this absorption process occurs in condensed matter, the ejected photoelec-
tron interacts with atoms in the immediate neighborhood, resulting in a modulation of
the absorption coefficient beyond the edge. These modulations can easily be identified
in an experimental spectrum, for example that shown in Fig. 2-6a. Based on the
energy of the ejected electron (E — Ey), it is possible to roughly divide the absorption
spectrum in two regions, according to different interaction regimes with the surround-
ing atoms:

e XANES (X-ray Absorption Near Edge Structure): = 0-40 eV above E,, where mul-
tiple scattering events take place, yielding information about symmetries and
chemical state.

e EXAFS (Extended X-ray Absorption Fine Structure): = 40-1000 eV, where single
scattering events dominate, providing structural information, such as coordination
numbers and inter-atomic distances.

To understand and model the XANES spectral region usually requires heavy, and
complicated, multiple scattering calculations. On the other hand, EXAFS oscillations,
dominated by single electron scattering process, can be handled in a simpler mathe-
matical treatment. The availability of reliable and simplified data processing has
transformed EXAFS into a widely used structural characterization technique, and
also explains why most XAS studies have been done in this spectral region. In partic-
ular, EXAFS has been used as an alternative (and sometimes a complement) to XRD,
since it probes the local environment of the excited atom. Indeed, EXAFS can be
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Figure 2-6. a) X-ray absorption spectrum of Au-L; edge of a gold film. Note the modulation of the
absorption coefficient above the edge. b) Pictorial representation of the interference process between
ejected (solid line) and backscattered (dashed line) photoelectron waves that gives rise to the EXAFS
oscillations. See text for explanations.

seen as a low-energy electron diffraction process, where the photelectron comes from
an energy-selected atomic element. Concerning nanostructured materials, many
authors have tackled the problem of determining the inter-atomic distances by
EXAFS [31-33]. This measurement is rather difficult to obtain in these systems by
other means, due to the intrinsic lack of long-range order in small particles. In the fol-
lowing sections we describe the basic process and the special features of EXAFS
experiments on nanoparticles, and illustrate these with a particular example.

242 EXAFS

In order to understand the physical origin of EXAFS oscillations, we must first
remember that the probability for a core electron to absorb an X-ray photon depends
on both the initial and final states. Above the edge, the final state can be described by
an outgoing spherical wave, originating at the absorbing atom. This wave may be scat-
tered by neighboring atoms, resulting in an interference pattern (see Fig. 2-6b). The
final state will depend on both (outgoing and scattered) wave phases, which in turn
will depend on the electron wavevector (k), or equivalently on the ejection energy.
Hence, the exact position of neighboring atoms can affect the probability of exciting a
core electron and gives rise to the oscillatory behavior of the absorption coefficient as
a function of photoelectron energy.

Mathematically, the interference term arising from scattering by a single neighbor
can be expressed as A(k)sin[2kr+¢(k)], where k is the modulus of the wavevector, r is
the distance between absorbing and neighbor atoms, and ¢(k) represents the total
photoelectron phase-shift and depends on both photoabsorber and scattering atoms.
A(k) is the backscattering amplitude and is mainly a characteristic of the scatterer
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atom. The total EXAFS signal consists of the superposition of individual pair-wise
contributions from all neighboring atoms; these can be grouped into coordination
shells composed of atoms found at similar distances from the absorbing atom.

The EXAFS oscillations, y(k), are given by [30]:

N' 202k 72"7j .
x(k)=2 Sg(k)kT{Ze 2ile %“)Aj(k)sm[zkrj+¢j(k)] (2-4)
J J
where
2
k=7 (E-E) (2-5)

k = photoelectron wavevector modulus;

j = coordination shell index;

r = distance between the absorbing atom and a neighbor;

N = number of identical atoms in the same coordination shell;

A(k) = Dbackscattering amplitude;
G = total Debye-Waller factor (including static and dynamic contributions);
¢(k) = total phase shift;
A(k) = photoelectron mean free path;
S5(k) = amplitude reduction factor due to many-body effects;
= photon energy;
m = electron mass;
Ey = threshold energy.

The structural parameters involved in the EXAFS equation are the coordination
number (N), the inter-atomic distance (r), and the Debye-Waller factor (o). The latter
includes two contributions: dynamic, arising from atomic vibration, and static, which
is caused by structural disorder in a given coordination shell. This expression also
includes atomic parameters such as A(k), A(k), ¢(k), SF(k). The EXAFS equation sup-
poses that a harmonic approximation applies to atomic vibrations and that the pair-
distribution function for inter-atomic distances, P(r), is assumed to be Gaussian. The
term exp(-2r/A(k)) accounts for the finite photoelectron lifetime and represents the
probability for the photoelectron to travel to, and from, the backscatterer without
additional scattering and before the core hole is filled.

Since it has been assumed that y(k) can be represented by a linear combination of
sine waves from each coordination shell, it is possible, in principle, to separate each
contribution by applying a Fourier transform. By extracting and analyzing the EXAFS
signal we can obtain estimates for the structural parameters: N, r and ¢ for each shell,
however, this requires, prior knowledge of the atomic parameters: A(k), A(k), ¢(k),
S3(k). To obtain the required set of atomic parameters, two approaches are possible:
they can be either calculated theoretically, or determined experimentally by using a
standard reference compound; in principle both methods seem to have the same limits
of accuracy [2].



X-ray Characterization of Nanoparticles 27

2.4.2.1 Special features of EXAFS in nanoparticle systems

The wide use of EXAFS in materials research has led to the development of robust
procedures for the use of this technique for bulk systems. As mentioned in Section
2.4.2, the origin of EXAFS oscillations lies in the interaction of the ejected photoelec-
tron with the neighboring atoms. Since only the local environment of the excited atom
is probed, both experimental methods and data analysis procedures can be applied to
nanostructured systems. However, as might be expected, the structural parameters (N,
r, 0) one obtains depend on the characteristic size of the system.

Intuitively, the very small size of particles will lead to a decrease in the mean coor-
dination number, and an absence of higher order coordination shells. Deviation in the
measured value of N, from the bulk, may be used as a rough estimate of the mean
particle diameter [34, 35], however other factors may also influence this measurement,
such as size-induced modification of the particle structure.

One of the main results that can be obtained by EXAFS is a precise determination
of inter-atomic distance (in practice, to better than 0.002 nm). EXAFS is well suited
to this measurement because it does not require long-range order and can be used to
directly determine changes to the nearest-neighbor distance in disordered or finite
systems.

EXAFS can also provide valuable information on nanoparticle structure. Although
structure cannot be fully determined, it has been proposed that through the analysis
of the first and second coordination shell distances, and in particular the ratio ry/ry
(I - first and II — second shells), it should be possible to distinguish between MTPs
and bulk-like structures in metals [36]. In other systems, such as semiconductors, a
careful comparison among the parameters has been used to differentiate hexagonal
from cubic structures [35].

Experimental measurements of the Debye-Waller factor can be used to obtain
further structural information. Firstly, the stiffening or softening of the chemical
bonds due to the modification of the surface atomic potential can be observed,
because of modifications in the atomic vibrations [32, 37]. Secondly, we expect, based
on surface studies, that the large surface-to-volume ratio will result in a higher struc-
tural disorder in nanosystems. It is well known that the lack of translational symmetry
in surfaces leads to atomic rearrangement, changing the bond distribution. In nano-
structured materials, this effect will tend to grow as the particle diameter decreases
and will enhance the average static contribution to the Debye-Waller factor. Careful
analysis of EXAFS data at different temperatures can be used to separate the
dynamic and static contributions to the Debye-Waller factor and hence measure the
structural disorder and deduce vibrational properties (such as the Debye tempera-
ture) [35, 36, 38].

In summary, structural information can be obtained by the EXAFS through the pa-
rameters N, r and 6. When dealing with nanosystems, these parameters are dependent
on the size of the system. One of the key measurements that EXAFS can perform is
an accurate estimate of nearest-neighbor distance. The technique can also provide
indirect information on: particle dimensions; vibrational properties; and structural
defects.
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2.4.3 Data analysis applied to nanoparticles

We now present an example of an EXAFS study that shows the main aspects of
interest in nanomaterials research. We have selected a system where it is possible to
observe most of the advantages and some specific difficulties of the technique. The
experimental sample consists of the same thiol-capped 2 nm gold nanoparticles de-
scribed in Section 2.3.3. The experiment set out to investigate the possibility of
changes in inter-atomic distances, since a contraction is expected for metal clusters
due to surface stress [39]. Measurements were performed on the Au-L; edge (11.919
keV), at low temperature (8 K), in transmission mode and with an energy resolution
of 1.8 eV. Detection used two gas ionization chambers.

From a qualitative point of view, we can expect to observe certain differences
between an absorption spectrum from a bulk sample and one from a sample of thiol-
capped gold nanoparticles (Fig. 2-7). Firstly, a stronger attenuation in the EXAFS
oscillations is expected. The reduction of the mean coordination number, and the
absence of higher order coordination shells, results in a homogeneous attenuation of
the EXAFS oscillation amplitude. In addition, higher structural disorder and the sur-
face metal-ligand bonds contribute to the damping of the EXAFS oscillations at high
k-values. It must be remembered that due to the passivation by thiol molecules, sur-
face gold atoms are coordinated with both sulfur and gold. The metal-ligand damping
effect can be understood because the EXAFS interference term is multiplied by the
backscattering amplitude factor, A(k), which strongly depends on the atomic number
of the scatterer atom. For heavy atoms, A(k) has a significant contribution over the
whole k-range of interest, whereas for light elements, such as sulfur, it decreases
monotonically at high k-values.

Secondly, the characteristic frequency of the EXAFS oscillations may be expected
to change if the nearest-neighbor inter-atomic distance does so. Both, the existence of
Au-Au inter-atomic distance contraction and the presence of the Au-S bond (shorter
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Figure 2-7. Comparison of the absorption spectrum of 2 nm thiol-capped gold nanoparticles and bulk
gold. The attenuation and damping of the nanoparticle EXAFS oscillations can be clearly observed.
Measurements were performed at low temperature (8 K).
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than the Au-Au one) should decrease the oscillation frequency in the k-space. Al-
though it is not easy to see this effect directly in the EXAFS spectrum, it becomes
visible when the signal from the first coordination shell is isolated.

In the remainder of this section, we present an example of practical EXAFS data anal-
ysis in some detail, the individual steps have been assigned to subsections [2, 30, 40].

2.4.3.1 Extraction of EXAFS signal

The absorption spectrum is composed of EXAFS oscillations superposed on a
smooth background, which comes from the other absorption edges and from the other
elements in the sample. In terms of the measured signal, u(E), the EXAFS oscillations
% (E) are defined as:

_ uE) —uy(E)

x(E) Au(E)

(2-6)

where u(E) is the absorption coefficient associated with a particular edge (Au-L;,
in this case) and ug(E) is the absorption coefficient of an isolated gold atom;Au(E) is
the change in the atomic absorption across the edge, and provides normalization. Con-
sequently, the first step in the analysis involves (see Fig. 2-8):

a) subtraction of the pre-edge background: obtained by a least squares fit with a
straight line or Victoree-like function (a3 — b3, A,= X-ray wavelength);

b) subtraction of the atomic absorption coefficient (up): estimated by a polynomial fit
in the EXAFS region, by cubic-splines or other interpolation functions;

¢) normalization: difference between g and the extrapolation of the pre-edge region.
This extrapolation is usually performed by fitting a standard analytical function, it
requires an estimate of the threshold value, Ey. The choice of this parameter is
arbitrary, as it is refined during the fitting procedure. Usually it is chosen as a char-
acteristic point in the absorption curve, for example, the first inflection point.
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Figure 2-8. Representation of the EXAFS signal extraction from the X-ray absorption spectrum (u(k)
= absorption coefficient; uy(k) = atomic absorption coefficient, Au(k) = normalization). See text for
explanations.
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Figure 2-9. EXAFS oscillations of 2 nm gold nanoparticles.

Because the absorption spectrum is measured as a function of energy, but the
photoelectron interference is better described in terms of k, a change of variable is
made to transform from E- to k-space using Eq. 2-5.

A check on the quality with which the EXAFS signal has been extracted can be
made by verifying that the oscillations are symmetrically distributed around zero.
Another point to check is that the function representing the atomic absorption coeffi-
cient does not match the EXAFS oscillations, this can be seen by taking its derivative.
Finally, we obtain the EXAFS oscillations shown in Fig. 2-9.

2.4.3.2 Fourier Transform

To separate the EXAFS contributions from individual coordination shells, we can
Fourier Transform (FT) y(k) into r-space. The FT of the EXAFS oscillations corre-
sponds to a pseudo-radial function, where peak positions, R, are related to inter-atom-
ic distances (although they also include phase-shift effects), and the area under peaks

Au- Au

FT intensity (arb. units)

4
R(A)

Figure 2-10. Fourier transform of the EXAFS signal using Ak = 12.6 Al Kkmin = 3.4 A~!. Note the con-
tribution of Au-S at R =2 A, where R is the raw inter-atomic distance, not corrected by phase shift.
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Figure 2-11. Fourier filtering of the nanoparticles first coordination shell and corresponding simulation,
which includes both Au-Au and Au-S contributions (AR = 1.85 A, Ryin = 1.55 A)

can be associated with the number and type of backscatterers. It is usual to truncate
the FT at a lower limit ~ k,j, = 3 Al , in order to avoid the contamination by multiple
scattering effects (XANES region). Flgure 2-10 shows the resulting FT curve; in this
particular case, only the first Au-Au coordination shell can be clearly identified due to
the small size of particles (2 nm).

2.4.3.3 Isolation of a specific coordination shell

A selected r-space range can be transformed again, from r-space to k-space. This
has been done in Fig. 2-11, where the k-space signal now refers to what is the first
coordination shell. In this particular case, the difference between Au-Au and Au-S
inter-atomic distances is too close to separate out the two contributions by FT, and as
a result, it will be necessary to treat the two shells together.

2.4.3.4 Fitting procedure

The last step consists of a procedure to estimate the structural parameters (N, r, o)
by least-squares. Values for the atomic parameters: A(k), A(k), ¢(k) and S3(k) must be
provided. Because there are two contributions (Au-Au, Au-S) to be modeled, two sets
of atomic parameters are necessary. We have used a thin gold film to derive the Au-
Au shell atomic parameters (N = 12, r = 2.865 A, ¢ = 0), whereas Au-S parameters
were obtained theoretically (McKale tables [41], raus = 2.32 A). In the first case, an
identical EXAFS procedure is applied to experimental data of the standard com-
pound however now, in the fit, the known parameters are the structural ones. The
resulting parameters are presented in Table 2-2; uncertainty estimates were obtained
by doubling the residual at the minimum [42].
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Table 2-2. Fit results of EXAFS spectrum for 2.0 nm nanoparticles. Bulk gold structural parameters
are: ray.au = 2.865 A and Nay ay = 125 0au.au i assumed to be equal zero. AE, takes into account the
threshold energy refinement.

Au-Au Au-S
r [A] 2.843 £ 0.007 2.34+0.02
N 72+0.8 0.8+0.2
o [A] 0.078 £ 0.004 0.06 £0.02
AE, [eV] 0.0+0.6 10+2

In this example, the EXAFS analysis reveals two important effects: the existence of
a slight Au-Au inter-atomic distance contraction of about 0.8% (rau.ay = 2.843 A) and
a short Au-S distance (raus = 2.34 A), comparable to other gold-sulfur systems [43].
These results indicate that the expected contraction, verified in gold particles
immersed in a weakly interacting matrix (~ 1.4% [37]), may be partially compensated
by the bonding with thiol molecules. It has already been established that the presence
of sulfur on (100) surfaces of fcc metals induces an expansion between surface planes
[44]. As for the coordination number (N), the estimated value (7.2) is smaller than the
expected one (= 9.3) for an ideal 2 nm fcc particle formed by = 200 atoms. Several
experimental factors, such as thickness variations in the sample, may affect the deter-
mination of N, and account for this discrepancy. However, it is important to realize
that the error in N is usually quite large (10-20%) and its relationship to other sample
parameters (such as nanoparticle size) needs to be handled with care.

2.4.4 Troublesome points in the data treatment

In the example above, we have chosen to use the conventional method of analysis,
by Fourier transforms, because of its mathematical simplicity, which makes it easier to
understand the processes involved. Although we have only analyzed the first coordi-
nation shell, it is also possible to treat higher order coordination shells in systems
where these can be easily identified, such as bigger particles or when the Debye-Wal-
ler factor is small enough. However, the analysis of higher-order shells is usually more
complex, because of possible multiple scattering processes (ex. focusing); also, addi-
tional care must be taken to account for possible mean free path effects [2].

The formulation of the EXAFS spectrum presented in Section 2.4.2 is valid in the
small structural disorder limit, or the harmonic approximation, where the Debye-Wal-
ler factor is given by exp(-262k?). However, this expression is not valid for systems
with a high degree of disorder or high-temperature experiments, where anharmonic
contributions are no longer negligible. In fact, for nanosystems, due to the intrinsic
asymmetry of the surface atomic potential, the temperature effect can be much more
pronounced than in bulk materials. In many cases, it is necessary to use a more general
equation, where the probability of finding the jth species in the range r; to rj+dr; is
represented by the distribution function P(r), which may be asymmetric. However, in
such cases the data treatment becomes more complex due to the inclusion of addi-
tional free parameters in the fitting procedure [2, 45, 46]. It is worth pointing out that
the existence of an asymmetric distribution function, if not properly taken into
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account, leads to serious errors in calculated structural parameters. In general, the
main consequences will be a reduction in the coordination number and a fictitious
inter-atomic distance contraction [46].

One alternative to solve the more general EXAFS problem is to use the method of
cumulants, which involves the expansion of a function associated with P(r) in a
moment-series; deviations from a Gaussian distribution are represented by the high-
er-order terms of the expansion [2]. Unfortunately, the inclusion of these extra terms
may lead to trouble in the data analysis, such as strong correlations among the param-
eters [37]. In addition, for the system where two types of atom constitute the first
shell, as studied here, this method has to be applied with care.

Another approach is to analyze the absorption spectrum directly, instead of just the
EXAFS oscillations. In this method, the background and all the coordination shells
are fitted simultaneously. This provides a more complete description of the absorption
phenomenon but requires more complex theoretical calculations. In particular, it is
necessary to use a cluster model that is close to the actual structure. This method has
been implemented in a software package called GNXAS, which was initially devel-
oped for disordered structures and it has also been applied to nanosystems [45, 47].
The EXAFS technique, as presented above, has been used widely in materials
research because of its relatively straightforward data treatment.

The use of more sophisticated packages, although essential in particular cases,
make it more difficult to ascribe physical meaning to the additional parameters in-
cluded in an analysis. In general, in a first attempt, one should try to analyze and eval-
uate possible sources of asymmetry in the distribution function. In particular, per-
forming measurements at low temperature avoids problems with anharmonic terms
[48]. In our example, this was clearly demonstrated: room temperature experiments
suggested an inter-atomic distance (2.82 + 0.01 A) shorter than the one measured at
8 K (2.843 + 0.007 A). Another source of problems is high structural disorder, it is
prudent to use complementary techniques, such as XRD and HRTEM to evaluate the
importance of this in a particular study.

As in all experimental data analysis, results from the EXAFS fits should be quali-
fied with uncertainty estimates for each parameter, as well as the correlations between
them. There are some well-established and specific guidelines for EXAFS analysis
that must be considered in the data treatment [42]. In particular, it is necessary to
take care about the correlation between N and ¢ (related to the oscillation amplitude)
and r and E, (related to the oscillation frequency).

In this section, we have attempted to give a basic introduction to EXAFS as well as
the treatment of data when applied to nanosystems. There are, however, new analyti-
cal procedures that have been implemented and it was not intended to cover all possi-
ble methodologies here. Readers will find ample details in the specialized literature,
where there are many other examples related to nanostructured materials [31-38, 47,
48].

2.5 Conclusions
X-ray methods of characterization represent a powerful approach to the study of

nanophase materials. The advantage of these techniques is to provide meaningful
ensemble-averaged information about both medium range, and local, atomic structure
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in nanosystems. By characterizing the sample as a whole, they are an essential comple-
ment to other high-resolution methods, which provide rather detailed information on
only a few particles.

In particular, we have discussed the application of two of the most popular X-ray
based structural probes: diffraction and EXAFS. We have shown that it is possible to
acquire detailed information about the structure of very small gold particles (2 nm in
diameter), identifying and characterizing non-crystallographic atomic arrangements
in the sample, as well as making a precise measurement of the nearest-neighbor dis-
tance in the clusters.

We do not wish the reader to conclude that the application of EXAFS and XRD
are limited by the parameters of our two examples. Concerning EXAFS, we have only
discussed the details of inter-atomic distance determination in small metal clusters.
However, in favorable cases, a more extensive study, could yield reliable estimates of
other parameters, such as structure [32, 35, 36], mean particle diameter [34] and struc-
tural disorder [32, 35, 36]. It is important to note that our examples dealt with gold,
where the very interesting occurrence of MTP structures greatly complicates the anal-
ysis. MTPs are multi-domain structures in which the constituent units represent slight
distortions of the fcc lattice. Both EXAFS and XRD methods could be expected to
perform much better in systems of nanoparticles where the structural variety of clus-
ters is better differentiated, such as semiconductors (e.g.: the transition between wur-
zite and zinblende structures [35]).

In dealing with nanoparticle samples, it must be stressed that results of high-quality
can only be acquired if very careful attention is paid to both the measurement of raw
data and its subsequent processing and interpretation. Synchrotron radiation sources
are virtually a necessity to obtain measurements of sufficient quality; such data can
then be subjected to detailed analysis, and valuable information derived. Modern
optics and the existence of special devices, such as wigglers allow measurements of
small quantities of sample material at good signal levels.

For EXAFS in particular, the association of more intense sources with an optimized
setup for low temperature measurements would allow inclusion of the additional
structural information in the high k-range (> 16 A™'); thereby improving the precision
in parameter estimates through the use of the Fourier transform in EXAFS analysis.

For diffraction, it would be desirable to include a greater range of scattering param-
eter in future studies. The range should be extended to collect data both at larger val-
ues of s, and in the low-angle region. The latter provides direct information about par-
ticle size and shape, complementing the results of DFA. This would allow a more defi-
nitive statement to be made about the numbers of defective structures in the sample,
by allowing comparison of particle size information (from small-angles) with domain
size information (from wide-angles). Experiments performed with higher energy
photons would permit measurements to be extended out to higher values of s. Such
measurements would capture more structural information and thus improve the selec-
tivity of the DFA method. If the range of s can be made sufficiently great, then it is
also possible to use Fourier techniques to invert the diffraction pattern, thereby
obtaining the distribution of inter-atomic distances in the clusters. This information
could be compared directly with estimates of nearest-neighbor distance determined
by EXAFS.

We hope that the examples presented will have shown the reader the possibilities
offered by X-ray techniques in probing nanosystems, and that the information pro-
vided may assist in the correct application of the methods described.
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3 Transmission Electron Microscopy and
Spectroscopy of Nanoparticles

Zhong Lin Wang

One of the typical characters of nanophase materials is the small particle sizes. Al-
though some structural features can be revealed by x-ray and neutron diffraction,
direct imaging of nanoparticles is only possible using transmission electron micros-
copy (TEM) and scanning probe microscopy. TEM is unique because it can provide a
real space image on the atom distribution in the nanocrystal and on its surface [1].
Today’s TEM is a versatile tool that provides not only atomic-resolution lattice
images, but also chemical information at a spatial resolution of 1 nm or better, allow-
ing direct identification the chemistry of a single nanocrystal. With a finely focused
electron probe, the structural characteristics of a single nanoparticle can be fully char-
acterized. To reveal the capabilities of a modern TEM, this chapter is designed to
illustrate the fundamentals of TEM and its applications in characterization of nano-
phase materials. The fundamentals and applications of scanning transmission electron
microscopy (STEM) will be given in Chapter 4.

3.1 A transmission electron microscope

A modern TEM can be schematically shown in Figure 3-1, which is composed of a
illumination system, a specimen stage, an objective lens system, the magnification sys-
tem, the data recording system(s), and the chemical analysis system. The electron gun
is the heart of the illumination system, which typically uses LaBg thermionic emission
source or a field emission source. The LaBg gun gives a high illumination current but
the current density and the beam coherence are not as high as those of a field emission
source. Field emission source is unique for performing high coherence lattice imaging,
electron holography and high spatial resolution microanalysis. The illumination sys-
tem also includes the condenser lenses that are vitally important for forming a fine
electron probe. Specimen stage is a key for carrying out structure analysis, because it
can be used to perform in-situ observations of phenomena induced by annealing, elec-
tric field, or mechanical stress, giving the possibility to characterize the physical prop-
erties of individual nanostructures. The objective lens is the heart of an TEM, which
determines the limit of image resolution. The magnification system consists of inter-
mediate lenses and projection lenses, and it gives a magnification up to 1.5 million.
The data recording system tends to be digital with the use of a charge coupled device
(CCD), allowing quantitative data processing and quantification. Finally, the chemical
analysis system is the energy dispersive x-ray spectroscopy (EDS) and electron
energy-loss spectroscopy (EELS), both can be used complimentary to quantify the
chemical composition of the specimen. EELS can also provide information about the
electronic structure of the specimen.
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3.2 High-resolution TEM lattice imaging

3.2.1 Image formation

As a start, we first illustrate the image formation process in an TEM [2]. For easy
illustration, an TEM is simplified into a single lens microscope, as given in Figure 3-2,
in which only a single objective lens is considered for imaging and the intermediate
lenses and projection lenses are omitted. This is because the resolution of the TEM is
mainly determined by the objective lens. The entrance surface of a thin foil specimen
is illuminated by a parallel or nearly parallel electron beam. The electron beam is dif-
fracted by the lattices of the crystal, forming the diffracted beams which are propagat-
ing along different directions. The electron-specimen interaction results in phase and
amplitude changes in the electron wave that are determined by quantum mechanical
diffraction theory. For a thin specimen and high-energy electrons, the transmitted
wave function ¥ (x, y) at the exit face of the specimen can be assumed to be composed
of a forward-scattered wave.

The non-near-axis propagation through the objective lens is the main source of
non-linear information transfer in TEM. The diffracted beams will be focused in the
back-focal plane, where an objective aperture could be applied. An ideal thin lens
brings the parallel transmitted waves to a focus on the axis in the back focal plane.
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Figure 3-2. Abbe’s theory of image formation in an one-lens transmission electron microscope. This
theory is for a general optical system in TEM.

Waves leaving the specimen in the same direction (or angle § with the optic axis) are
brought together at a point on the back focal plane, forming a diffraction pattern. The
electrons scattered to angle 6 experience a phase shift introduced by the chromatic
and spherical aberrations of the lens, and this phase shift is a function of the scattering
angle, thus, the diffraction amplitude at the back-focal plane is modified by

V' (u) = y(u) expliy(w)] G-1)

where y(u) is the Fourier transform of the wave ¥(r) at the exit face of the specimen,
u is the reciprocal space vector that is related to the scattering angle by u = 2 sinf /A, and
y(u) is determined by the spherical abberation coefficient Cs of the objective lens and
the lens defocus Af[3]

x(u) = % CAut -t Af A u? (3-2)

where A is the electron wavelength. The aberration and defocus of the lens is to
modulate the phases of the Bragg beams distributed in reciprocal space.

The electron image is the interference result of the beams scattered to different
angles, and this interference pattern is affected by the phase modulation introduced
by the aberration of the objective lens. The image is calculated according to

I(X,y) = |'~P(r) ® tobj(x9y)|2 (3-3)



40 Wang

where ® indicates a convolution calculation of (x, y), Zopj(x,y) is the inverse Fourier
transform of the phase function exp[iy(u)]. The convolution of the lens transfer func-
tion introduces the non-linear information transfer characteristics of the objective
lens, leading to complexity in image interpretation.

3.2.2 Contrast mechanisms

Images in TEM are usually dominated by three types of contrast. First, diffraction
contrast [4], which is produced due to a local distortion in the orientation of the crystal
(by dislocations, for example), so that the diffracted intensity of the incident electron
beam is perturbed, leading to contrast observed in bright-field image. The nanocrystals
oriented with their low-index zone-axis parallel or nearly parallel to the incident beam
direction usually exhibit dark contrast in the bright field image, that is formed by select-
ing the central transmitted beam. Since the diffraction intensities of the Bragg reflected
beams are strongly related to the crystal orientations, this type of image is ideally suited
for imaging defects and dislocations. For nanocrystals, most of the grains are defect-
free in volume, while a high density of defects are localized at the surface or grain
boundary, diffraction contrast can be useful for capturing strain distribution in nano-
crystals whose sizes are larger than 15 nm. For smaller size nanocrystals, since the res-
olution of diffraction contrast is in the order of 1-2 nm, its application is limited.

Secondly, phase contrast is produced by the phase modulation of the incident elec-
tron wave when transmits through a crystal potential [1]. This type of contrast is sensi-
tive to the atom distribution in the specimen and it is the basis of high-resolution
TEM. To illustrate the physics of phase contrast, we consider the modulation of a crys-
tal potential to the electron wavelength. From the de Brogli relation, the wavelength A
of an electron is related to its momentum, p, by

_h -
A= p (3-4)

When the electron goes through a crystal potential field, its kinetic energy is per-
turbed by the variation of the potential field, resulting in a phase shift with respect to
the electron wave that travels in a space free of potential field. For a specimen of
thickness d, the phase shift is

d
p~oVy(b)=0 fu dz V(r) (3-5)

where o = b = (x, y), Uy is the acceleration voltage, and V,,(b) the thickness-

T
AUy
projected potential of the crystal. Therefore, from the phase point of view, the elec-
tron wave is modulated by a phase factor

Q(b) = exp[ioVy(b)] (3-6)

This is known to be the phase object approximation. (POA), in which the crystal
acts as a phase grating filter. If the incident beam travels along a low-index zone-axis,
the variation of V,(b) across atom rows is a sharp function because an atom can be
approximated by a narrow potential well and its width is in the order of 0.2-0.3 A.
This sharp phase variation is the basis of phase contrast, the fundamental of atomic-
resolution imaging in TEM.
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Finally, mass-thickness or atomic number produced contrast. Atoms with different
atomic numbers exhibit different powers of scattering. If the image is formed by col-
lecting the electrons scattered to high-angles, the image contrast would be sensitive to
the average atomic number along the beam direction. This type of imaging is usually
performed in STEM (see Chapter 4).

3.2.3 Image interpretation

In high-resolution TEM (HRTEM) images, one usually wonders if the atoms are
dark or bright. To answer this question one must examine the imaging conditions. For
the clarity of following discussion, the weak scattering object approximation (WPOA)
is made. If the specimen is so thin that the projected potential satisfies [0V, (b)| << 1,
the phase grating function is approximated by

Y(b)~1+ioV,(b) (3-7)
From Eq. (3-3) and ignoring the ¢? term, the image intensity is calculated by
I(x,y) = 1 -2 0V(b) ® ty(b) (3-8)

where £,(b) = Im[topj(b)]. The second term in Eq. (3-8) is the interference result of
the central transmitted beam with the Bragg reflected beams. Any phase modulation
introduced by the lens would result in contrast variation in the observed image. Under
the Scherzer defocus, #,(b) is approximated to be a negative Gaussian-like function
with a small oscillating tail, thus, the image contrast, under the WPOA, is directly
related to the two-dimensional thickness-projected potential of the crystal, and the
image reflects the projected structure of the crystal. This is the basis of structure anal-
ysis using HRTEM. On the other hand, the contrast of the atom rows is determined
by the sign and real space distribution of #,(b). The convolution of ¢(b) with the poten-
tial changes the phases of the Bragg reflected beams, which can be explicitly illustrat-
ed as following.

A Fourier transform is made to the both sides of Eq. (3-8), yielding

FT[L,]~ 8(u) - 2 oFT[V,,(b)] T(u) (3-9)

The 8(u) function represents a strong central transmitted (000) beam. The Fourier
transform of the crystal potential, FT[V,(b)], is the diffraction amplitude of the Bragg
beams under the kinematic scattering approximation. The contribution from each dif-
fracted beam to the image is modified by the function T(u) = siny E(u), and E(u) is
the envelope function due to a finite energy spread of the source, the focus spread,
beam convergence, the mechanical vibration of the microscope, the specimen drift
during the recording of the image, and electric voltage and lens current instability.
The envelope function defines the maximum cut-off frequency that can be transferred
by the optic system. Ts(u) is known as the phase-contrast transfer function (PCTF),
characterizing the information transfering property of the objective lens. To illustrate
this result, we consider a fcc structured crystal which gives {111}, {200}, {220} and
{311} reflections. The angular distribution of these beams are schematically shown on
the horizontal u axis. The diffraction amplitudes ¢;11; and ¢p0y of beams {111} and
{220}, respectively, are chosen as two representatives to show the characteristics of
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Figure 3-3. Calculated contrast transfer function siny for several defocus values showing information
transfer under different conditions (see text). The horizontal axis is labeled with the corresponding
image resolution R (in A), corresponding to a reciprocal space vector u = 1/R. The dashed lines indicate
the angular positions of the {111} and {220} beams.
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phase transfer. When the defocus is zero (Figure 3-3a), ¢111; is transferred with posi-
tive sign (siny, > 0), while ¢y is transferred with negative sign (siny, < 0). The sign
reverse of @0y with respect to ¢yi11) results in a contrast reversal in the interference
pattern due to the destructive summation of the two. At Af =20 nm (Figure 3-3b), the
two amplitudes are transferred with the same sign except the relative weight factor of
the two is changed. At Af = 40.5 nm (Figure 3-3c), ¢{111; and ¢po0) are both trans-
ferred with the negative sign, and there is no relative phase change between ¢y and
@220y, thus, the interferences between ¢ooo), ¢111) and @00 give the image that is
directly related to the crystal structure (i.e., the atom rows and planes).

The PCTF depends sensitively on the defocus of the objective lens. The interpreta-
ble image resolution that is directly associated with the crystal structure (e.g., the
structural resolution) is determined by the width of the information passing band. It
was first investigated by Scherzer [5] that the highest structural resolution of R = 0.66
A4 C V% would be obtained at defocus Af = (4/3 C,A)2. In this focus condition, the
ts(b) function is approximated to be a negative Gaussian function, thus, the atoms
tend to be in dark contrast for thin crystals. This is the most desirable imaging condi-
tion of HRTEM.

As a summary, the image contrast in HRTEM is critically affected by the defocus
value. A slight change in defocus could lead to contrast reversal. A change in signs of
the diffraction amplitudes makes it difficult to match the observed image directly with
the projection of atom rows in the crystal. This is one of the reasons that image simu-
lation is a key step in quantitative analysis of HRTEM images.

3.2.4 Image simulation

Image simulation needs to include two important processes, the dynamic multiple
scattering of the electron in the crystal and the information transfer of the objective
lens system. The dynamic diffraction process is to solve the Schrodinger equation
under given boundary conditions. There are several approaches for performing
dynamic calculations [6]. For a finite size crystal containing defects and surfaces, the
multislice theory is most adequate for numerical calculations. The multislice many-
beam dynamic diffraction theory was first developed based on the physical optics
approach [7]. The crystal is cut into many slices of equal thickness Az in the direction
perpendicular or nearly perpendicular to the incident beam (Figure 3-4). When the
slice thickness tends to be very small the scattering of each slice can be approximated
as a phase object, the transmission of the electron wave through each slice can be
considered separately if the backscattering effect is negligible, which means that the
calculation can be made slice-by-slice. The defect and 3-D crystal shape can be easily
accounted for in this approach.

The transmission of the electron wave through a slice can be considered as a two
step processes — the phase modulation of the wave by the projected atomic potential
within the slice and the propagation of the modulated wave in “vacuum” for a dis-
tance Az along the beam direction before striking the next crystal slice. The wave
function before and after transmitting a crystal slice is correlated by

P(b,z+Az) = [V(b,z) Q(b,z+Az)] ® P(b,Az) (3-10)



(b)

Figure 3-4. (a) A schematic diagram showing the physical approach of the multislice theory for image
and diffraction pattern calculations in TEM. (b) Transmission of electron wave through a thin crystal
slice. (c) An approximated treatment of the wave transmission through a thin slice.

z+Az
where Q(b,z+Az) = explio[ dzV(b,z)] is the phase grating function of the slice,
z

2
and P(b,Az) = %A@/AZ) is the propagation function. The most important char-

acteristic of this equation is that no assumption was made regarding the arrangement
of atoms in the slices, so that the theory can be applied to calculate the electron scat-
tering in crystals containing defects and dislocations. This is the most powerful
approach for nanocrystals.

The next step is the information transfer through the objective lens system. By tak-
ing a Fourier transform of the exit wave function, the diffraction amplitude is multi-
plied by the lens transfer function exp(iy) E(u) , where the defocus is a variable. The
defocus value of the objective lens and the specimen thickness are two important pa-
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(b)

Figure 3-5. Theoretically simulated images for a decahedral Au particle at various orientations and at
focuses of (A) Af =42 nm and (B) Af = 70 nm. The Fourier transform of the image is also displayed
(Courtsey of Drs. Ascencio and M. José-Yacaman).
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rameters which can be adjusted to match the calculated images with the observed
ones. Figure 3-5 shows systematic simulations of a decahedral Au particle in different
orientations. The particle shape can only be easily identified if the image is recorded
along the five-fold axis [8]. The group A and group B images were calculated for two
different defocuses, exhibiting contrast reversal from dark atoms to bright atoms. In
practice, with consideration the effects from the carbon substrate, it would be difficult
to identify the particle shape if the particle orientation is off the five-fold axis.

3.3 Defects in nanophase materials

Nanocrystals exhibiting distinctly different properties from the bulk are mainly due
to their large portions of surface atoms and the size effect and possibly the shape
effect as well. A particle constituting a finite number of atoms can have a specific geo-
metrical shape, and most of the defects are on the surface, while the volume defects
are dominated by twins, stacking faults and point defects. Surface defects and planar
defects can be imaged directly using HRTEM, but the analysis of point defects is still
a challenge.

3.3.1 Polyhedral shape of nanoparticles

Surface energies associated with different crystallographic planes are usually differ-
ent, and a general sequence may hold, Yj111) < {100y < Y{110)- For a spherical single-crys-
talline particle, its surface must contain high index crystallography planes, which pos-
sibly result in a higher surface energy. Facets tend to form on the particle surface to
increase the portion of the low index planes. Therefore, for particles smaller than 10-
20 nm, the surface is a polyhedron. Figure 3-6a shows a group of cubo-octahedral
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Figure 3-6. (a) Geometrical shapes of cubo-octahedral nanocrystals as a function of the ratio, R, of the
growth rate along the <100> to that of the <111>. (b) Evolution in shapes of a series of (111) based
nanoparticles as the ratio of {111} to {100} increases. The beginning particle is bounded by three {100}
facets and a (111) base, while the final one is a {111} bounded tetrahedron. (c¢) Geometrical shapes of
multiply twinned decahedral and icosahedral particles.
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shapes as a function of the ratio, R, of the growth rate in the <100> to that of the
<111>. The longest direction in a cube is the <111> diagonal, the longest direction in
the octahedron is the <100> diagonal, and the longest direction in the cubo-octahe-
dron (R = 0.87) is the <110> direction. The particles with 0.87 < R < 1.73 have the
{100} and {111} facets, which are named the truncated octahedral (TO). The other
group of particles has a fixed (111) base with exposed {111} and {100} facets (Figure
3-6b). An increase in the area ratio of {111} to {100} results in the evolution of particle
shapes from a triangle-based pyramid to a tetrahedron.

If the particle is oriented along a low index zone axes, the distribution of atoms on
the surface can be imaged in profile, and the surface structure is directly seen with the
full resolution power of an TEM [9, 10]. This is a powerful technique for direct imag-
ing the projected shapes of nanoparticles particularly when the particle size is small.
With consideration the symmetry in particle shapes, HRTEM can be used to deter-
mine the 3-D shape of small particles although the image is a 2-D projection of a 3-D
object.

Figure 3-7a gives a profile HRTEM image of a cubic Pt nanocrystals oriented along
[001] [11]. The particle is bounded by {100} facets and there is no defect in the bulk of
the particle. The distances between the adjacent lattice fringes is the interplanar dis-
tance of Pt {200), which is 0.196 nm, and the bulk structure is face centered cubic. The
surface of the particle may have some steps and ledges particularly at the regions near
the corners of the cube. To precisely image the defects and facets on the cubic parti-
cles, a particle oriented along [110] is given (Figure 3-7b). This is the optimum orienta-
tion for imaging cubic structured materials. The {110} facets are rather rough, and the
{111} facets are present. These higher energy structural features are present because
the particles were prepared at room temperature.

An octahedron has eight {111} facets, four {111} facets are edge-on if viewed along
[110] . If the particle is a truncated octahedron, six {100} facets are created by cutting
the corners of the octahedron, two of which are edge-on while viewing along [110].
Figures 3-8a and b show the HRTEM images of [110] oriented truncated octahedron
and octahedral Pt particles, respectively. A variation in the area ratio of {100} to {111}
results in a slight difference in particle shapes.

A tetrahedral particle is defined by four {111} faces and it usually gives a triangular
shape in HRTEM. Figure 3-9 gives two HRTEM images of truncated tetrahedral par-
ticles oriented along [110]. Two {111} facets and one {001} facet (at the top of the
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Figure 3-7. HRTEM images of cubic Pt nanocrystals oriented along (a) [001] and (b) [110], showing sur-
face steps/ledges and the thermodynamically unequilibrium shapes.
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Figure 3-8. HRTEM images of Pt nanocrystals (a) with a truncated octahedral shape and oriented
along [110], and (b) with a octahedral shape and oriented along [110] and [001]. The inset in (a) is a
model of the particle shape.

Figure 3-9. HRTEM images of truncated tetrahedral Pt nanocrystals oriented along [110]. The surface
steps and ledges at the truncated corners are clearly resolved.

image as a result of truncation) are imaged edge-on. There are some atom-high sur-
face steps on the {111} surfaces and the corners. These atomic-scale structures are like-
ly important for enhancing the catalysis activities of the nanocrystals.
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3.3.2 Surface reconstruction

Simply speaking, surface atoms have less bonds in comparison to the atoms in the
bulk because of the loss in nearest neighbors. The surface atoms tend to find new
equilibrium positions to balance the forces, resulting in surface reconstruction. The
most typical example is the Si {111} 7x7 reconstruction [12]. Surface restructure can
be the rearrangement of the surface atoms and/or the relaxation of the top few layers.
A classical example of surface reconstruction in nanocrystals is the Au (110) 2x1 [13].

Figure 3-10 gives a group of images recorded from Pt nanocrystals. The {111} faces
in Figures 3-10a, ¢ and d are relatively flat, while the {100} faces show a large deviation
from the perfect lattice structure, suggesting the occurrence of a non-ordered surface
reconstruction. Surface relaxation is clearly seen in Figure 3-10b in the layers indi-
cated by arrowheads. Surface stress due to the capillary effect may have significant
influence on the lattice constant of nanocrystals [14, 15].

Figure 3-11a gives a bright-field TEM image of a monolayer self-assembled Pt
nanocrystals, most of which are single crystalline without twins or stacking faults. The
dark-field image is formed using an objective aperture that selects a small section of
the {111} and {200} reflection rings, so that the particles whose Bragg reflections falling
into the angular range of the aperture would display bright contrast, while those not
falling into the angular range are expected to exhibit dark-contrast. The dark-field
image, however, displays some ring contrast in some of the particles. The size of the
rings corresponds well to the actual size of the particles in the bright-field TEM image
and the ring contrast is not the thickness fringes because the particle size is less than

Figure 3-10. HRTEM images of Pt nanocrystals oriented along [110], showing the reconstructed {100}
surfaces and surface relaxation (indicated by arrowheads).
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Figure 3-11. A pair of (a) bright-field and (b) dark-field images from Pt nanocrystals, showing a ring
shape contrast in the dark field image (see the particles indicated by arrowheads), which is likely due to
the diffuse scattering from the surface reconstructed/relaxed layers. The dark field image was recorded
using a small objective aperture, as shown in the inserted electron diffraction pattern, positioned on the
{111} and {200} reflection rings.
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10 nm, smaller than the extinction distances of Au {111) (15.9 nm) and Au (200) (17.9
nm). This type of contrast is due to the diffuse scattering generated from the top few
atomic layers of the nanocrystal owing to surface reconstruction/relaxation. A non
periodic perturbation to the crystal lattice would produce diffuse scattering that is dis-
tributed between the Bragg reflections in the entire diffraction plane. In the angular
selection range of the aperture, the particles whose Bragg reflections are not falling
into the aperture should be completely dark, but the diffuse scattering from the parti-
cles would be partially collected, resulting in a bright ring at the edge of the particle.
This is another way to image the reconstruction/relaxation of the surface atoms in
nanocrystals.

3.3.3 Twining structure and stacking faults

Twining is one of the most popular planar defects in nanocrystals, and it is fre-
quently observed for fcc structured metallic nanocrystals. Twining is the result of two
subgrains by sharing a common crystallographic plane, thus, the structure of one sub-
grain is the mirror reflection of the other by the twin plane. Figure 3-12a gives a
HRTEM image of a Pt particle oriented along [110], which is composed of two grains
connected at a twin relation. The twin plan is indicated by a dotted line. The fcc struc-
tured metallic nanocrystals usually have {111} twins, which is the fundamental defect
mechanism for the growth of spherical-like particles (see Section 3.2.4).

Stacking faults are a typical planar defect. Stacking faults are produced by a distor-
tion on the stacking sequence of atom planes. The (111) plane stacking sequence of a
fec structure follows A-B-C-A-B-C-A-B-C-. If the stacking sequence is changed to
A-B-C-A-B-A-B-C-, a stacking fault is created. Figure 3-12b shows an Au particle
that contains a twin and a stacking fault. It is know that nanocrystals usually contain
no dislocation but strain. Twins and stacking faults are created probably due the high
strain energy in the volume.

Figure 3-12. HRTEM images of Pt nanocrystals having twin (T) and stacking fault (S) structures. The
nanocrystals are oriented along [110] and the twin plane and stacking fault are parallel to the direction
of the electron beam.



Transmission Electron Microscopy and Spectroscopy of Nanoparticles 51

3.2.4 Decahedral and icosahedral particles

The two most typical examples of multiply twinned particles (MTP) are decahe-
dron and icosahedron [16, 17]. Starting from a fcc structured tetrahedron, a decahe-
dron is assembled from five tetrahedral sharing an edge (Figure 3-13a). If the observa-
tion direction is along the five-fold axis and in an ideal situation, each tetrahedron
shares an angle of 70.5°, five of them can only occupy a total of 352.6°, leaving a 7.4°
gap. Therefore, strain must be introduced in the particle to fill the gap [18]. An icosa-
hedron is assembled using 20 tetrahedra via sharing an apex (Figure 3-13b and c). The
icosahedral and decahedral particles are the most extensively studied twinned nano-
crystals [19-21].

The most easy orientation for identifying the MTPs are along the five fold symme-
try axis. Figure 3-14a shows a large decahedral Au particle, the five fold twin structure
is clearly seen. The strain inteoduced is also visible. High-resolution TEM image for a
smaller one clearly shows the crystal structure of the particle (Figure 3-14b). Identifi-
cation the shape of small MTPs in TEM is not trivial because the image depends sen-
sitively on the orientation of the particle [8, 21]. With the presence of a thin amor-
phous carbon substrate, it is even more difficult to identify the particle shape directly.

Figure 3-13. Atomic models of (a) dec-
ahedral, (b) and (c) icosahedral nano-
crystals.

Figure 3-14. TEM images of decahe-
dral Au nanocrystals when the incident
electron beam is parallel or nearly par-
allel to the five-fold symmetry axis. The
strain field introduced by the five-fold
twins is apparent in (a). A Fourier
transform of the image clearly reveals
the five-fold symmetry.




Figure 3-15. HRTEM observations of dislocations at low-angle and high-angle grain boundaries of Pt
nanocrystals.

3.3.5 Interface defects and dislocations

Engineering materials made of nanocrystals must involve grain boundaries. The
misorientation or lattice mismatch between nanocrystals creates interface disloca-
tions. Figure 3-15a shows a coherent interface formed by two Pt nanocrystals, where
the lattices of the two particles are closely aligned and matched fairly well, while edge
dislocations are still seen at regions indicated by the circles. Edge dislocations are
commonly seen at interfaces to accommodate the accumulated strain created by lat-
tice rotation/mismatch. The interface angle of a coherent interface is usually small.
The interface seen in Figure 3-15b is a large angle grain boundary, where the lattices
exhibit large incoherence and the grain boundary energy is expected to be higher.

3.4 Electron holography

In conventional HRTEM, the phase and amplitude images of the exit electron
wave are mixed non-linearly and convoluted with the phase contrast transfer function.
It is usually a rather sophisticated and complex process to retrieve the phase and
amplitude images. Electron holography is a technique which can recover the true
object image. There are numerous ways of performing electron holography in TEM
and STEM [22]. The most popular technique is the off-axis holography. The principle
of electron holography was first introduced by Gabor [23] in an attempt to exceed the
point-to-point resolution of an electron microscope. Holography is based on the inter-
ference and diffraction properties of waves, thereby producing a true image of an
object (including amplitude and phase) without any distortion of the lenses. The
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development of high-brightness high-coherence electron sources has made it possible
to obtain holograms using electron waves in TEM [24-26]. The high spatial coherence
of the source is the key to perform holography.

3.4.1 Principle of off-axis holography in TEM

Electron holography is designed as a two-step imaging technique [27]. The first step
is to form an interference hologram as shown in Figure 3-16a. A high spatial coherent
electron wave is emitted from the source, half of which will transmit through a thin
specimen and the other half is reserved as a reference wave. The reference wave is the
standard to determine the phase shift image of the wave went through the specimen.
The interference of the two waves is possible by inserting a positively charged biprism
at the intermediate focal plane of the projection lenses. The biprism defects the elec-
trons on the both sides towards with each other and introduce an additional phase
shift function due to the Aharonov-Bohm effect, resulting in the formation of an inter-
ference hologram.

The second step is to reconstruct the phase image from the hologram (Figure 3-16b).
This can be achieved optically or digitally. In the optical reconstruction, a laser beam
illuminates the recorded hologram. Due to the presence of interference fringes in the
hologram, the transmitted beam will be diffracted along the direction perpendicular to
the fringes, forming two side-bands and a center band. The side-band is directly asso-
ciated with the electron wave function at the exit face of the specimen, and it gives both
the amplitude and phase images of the object.

a: Formation of hologram  b: Reconstruction of hologram
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Figure 3-16. (a) Formation of off-axis electron hologram in TEM using an electrostatic biprism, and (b)
reconstruction of electron hologram using laser diffraction.
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3.4.2 Imaging electrostatic field and charge distribution

The phase image can provide the distribution of electrostatic field around a charged
particle as well as the thickness projected potential image of a nanocrystal. The for-
mer can be used to extract the charge distribution in the particle [28], and the latter is
useful to determine if the particle contains a hard core or an empty cavity [29]. This
measurement is based on the electron phase shift after transmission a region with
electrostatic potential. The perturbation of the field to the electron wave results in a
change in the electron wavelength. From the discussion given in Section 3.2.2, the rel-
ative phase shift of the electron wave with respect to the reference wave is given by
Eq. (3-5). For a homogeneous specimen with constant thickness, in addition to the
average potential introduced by the atoms in the crystal, charge barrier can be created
at interfaces and defects. If the former contributes only a background, the latter can
be retrieved experimentally.

Figure 3-17 shows a phase image of the MgO cubic crystal oriented along [210].
The MgO cube is bounded by four {100} faces. A thickness projection of the cube
along [210] results in rapid variation in the projected mass-thickness towards the edge
of the cube, while there is no change in the projected-thickness at the center (see the
inset). This result is clearly revealed by the phase image reconstructed from the holo-
gram.
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Figure 3-17. A phase image of a MgO cube oriented along [210], showing the phase variation resulted
from the change in the projected potential. A schematic model of the projection geometry is given,
where the profile of the projected potential across the particle is illustrated (Courtesy of Dr. B. Frost).

3.4.3 Imaging magnetic domains and flux lines

Imaging of magnetic domains and interdomain interaction is vitally important for
understanding the behavior and improving the properties of magnetic materials. Al-
though domain structures can be directly seen using Fresnel contrast and Lorentz mi-
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croscopy, electron holography is probably the only technique which can provide quan-
titative information about the structure of domains and the field distribution around it
[24, 30]. The mechanism of imaging magnetic domains in magnetic materials relies on
the Aharonov-Bohm effect [31], which describes the relative phase shift of the two
electron waves traveling along two routes enclosing a zone with magnetic field distri-
bution,

Ap=2R¢ [ B-dS (3-11)

where dS is a surface integral over the area enclosed by the two routes. Equation
(3-11) means that the phase difference is determined by the magnetic flux enclosed by
the two electron trajectories. If a magnetic specimen is inset on the way of the object
wave, measurement of the electron phase shift directly gives the magnetic flux
enclosed by the two trajectories. Figure 3-18a is a bright-field TEM image of a barium
ferrite particle with a truncated octahedral shape. The phase image of the particle

a b

Figure 3-18. (a) A bright-field TEM image of a barium ferrite particle and (b) the corresponding phase
image of the particle, reconstructed from a hologram, exhibiting the distribution of magnetic force lines.
This particle is single domain. (c) Phase image of a two-domain magnetic barium ferrite particle. The
phase is magnified ten time to amplify the effect (Courtesy of Drs. T. Hirayama and A. Tonomura).
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(Figure 3-18b) shows the single magnetic domain structure, where the N and S poles
of the magnetic domain can be clearly identified [32]. A particle consisting of two
domains is given in Figure 3-18c and the domain size can be as small as 80 nm.

A key step in observation of magnetic flux lines is to create a magnetic field-free
zone in which the specimen to be examine is placed. This can be achieved either by
switching off the objective lens or by using a Lorentz objective lens. In the former, the
experiments can be performed using a conventional TEM equipped with an FEG at
the expense of image magnification, which is usually reduced by 50-80 times. The
image resolution is also greatly reduced. Thus, the technique can only be applied to
image magnetic domains of large sizes. On the other hand, the concomitant reduction
in image magnification can be compensated by the optics of the electron energy filter-
ing system attached to the microscope, which provides an addition magnification of
25x (at the CCD plane), thus, a magnification as large as 450,000x can be achieved,
which is suitable for imaging particles smaller than 10 nm. Unfortunately, the image
resolution is still limited by the aberration effects of the intermediate lenses and the
projection lenses. With the use of a Lorentz lens the image magnification is unsacri-
ficed and the image resolution is still preserved.

3.5 In-situ microscopy

In-situ studying the temperature induced phase transformation, structural and
chemical evolution of nanocrystals are important for understanding the structure and
structural stability of nanomaterials. TEM is an ideal system for conducting this type
of experiments, in which a specimen can be cooled down to the liquid nitrogen or lig-
uid helium temperature or heated to 1300 °C. The in-situ process can be recorded at
TV rate (27 frames per second) for exhibiting the time and temperature dependent
phenomena. In-situ observation can also be carried out for the mechanical stress, elec-
tric current and magnetic field induced phenomena. This section focuses mainly on
the in-situ behavior of nanocrystals due to the effects of temperature and electric
field.

3.5.1 Thermodynamic properties of nanocrystals

The large percentage of surface atoms in nanocrystals is the origin of their unique
properties. The melting of Pt particles and the surface sublimation of Au nanorods are
taken here as examples to illustrate the unusual thermodynamic properties of nano-
crystals. The catalytic activity and selectivity of nanosize colloidal platinum (Pt) nano-
crystals may depend strongly on their sizes and shapes. We had successfully demon-
strated that platinum nanoparticles with a high percentage of cubic-, tetrahedral- and
octahedral-like shapes, respectively, can be synthesized by changing the ratio of the
concentration of polymer capping material (polyacrylate) to that of Pt>* being
reduced by H, from K,PtCl, at room temperature [33]. The polymer acts not only as
the passivative protection layer of the nanocrystals, but also the key factor in control-
ling their shapes [34, 35]. To determine the shape dependent catalytic behavior of Pt
nanocrystals, the passivation layer on the nanocrystal must be removed. Several ques-
tions need to be considered: (1) how high does the annealing temperature need to be
to remove the capping polymer while the particle shape is still preserved? (2) to what
temperature is the particle shape still stable? (3) is there a temperature induced shape
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transformation due to surface diffusion? and (4) how high is the melting point of the
Pt particles? In-situ TEM observation of the particle shape transformation and melt-
ing can provide answers to these questions [36].

Figure 3-19 shows a series of TEM images recorded from the same region when the
specimen temperature was increased from 25 to 610 °C. For easy notation, particles
are labeled as groups to trace their shape transformation behavior. Most of the parti-

d: T=410°C
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Figure 3-19. A series of in-situ TEM images recorded at different specimen temperatures, displaying
the shape and structural transformation of Pt nanocrystals.
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cle shapes showed no significant change when the specimen temperature was below
350 °C (Figures 3-19a-c). Truncated cubic and tetrahedral particles were formed when
the temperature arrived 410 °C (Figure 3-19d). The corners and edges of the particles
were disappearing because the local atoms have higher energy. The tetrahedral parti-
cles could still be identified even when the temperature reached 500 °C (Figure 3-19¢),
while the cubic particles became spherical-like when the temperature was above 500
°C. This indicates that the tetrahedral particles are more stable than cubic ones possi-
bly because the {111} surfaces have lower surface energy than the {100}. A feature ob-
served in Figure 3-19 is that the tetrahedral shape of a particle indicated by an arrow-
head was preserved when the specimen temperature was as high as 610 °C. This is pos-
sibly due to the contact of the apexes of the particle with the adjacent particles, so
that the interparticle diffusion can still sustain the shape of the apexes. Our results
indicate that the surface capping polymer is removed by annealing the specimen to a
temperature of 180-250 °C, while the particle shape shows no change up to ~350 °C.
In a temperature range of 350 to 450 °C, a small truncation occurs in the particle shape
but no major shape transformation. The particle shape experiences a dramatic transfor-
mation into spherical-like shape when the temperature is higher than ~ 500 °C.

The thermodynamic properties of nanocrystals depend strongly on not only the
crystal size but also their shapes [37]. The thermodynamic properties of Au nanorods
is an example. Gold nanorods were prepared by an electrochemical method [38]. To

() T=250°C (d) T=6000°C

Figure 3-20. TEM images recorded in-situ at 7 = 25 °C and T = 600 °C, respectively, from the as-pre-
pared Au nanorods (a,b) and from the Au spheres (c,d) (prepared by femtosecond laser photothermal
conversion of the Au nanorods), showing the dependence of gold atoms sublimation rates on the shape
of gold nanocrystals.
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reveal the unique surface processes associated with Au nanorods, they were photoi-
somerized to form gold nanospheres by the influences of femtosecond laser pulses
[39]. The structural evolution in the gold sphere and gold rods at 25 °C and 600 °C,
respectively, is compared in Figs. 3-20 (a,b) and (c,d). Both the nanospheres and
nanorods have the same average volume and almost equally exposed surface areas
(with consideration of the contact of the particle with the substrate), thus, the size
effect of the two geometrical shapes should not make a significant difference. After
being heated to as low as 220 °C, small Au particles had formed on the substrate in
the as-prepared nanorods specimen, while no particles were formed near the gold
nanosphere. This clearly shows that the newly formed Au particles are unique charac-
teristics of Au nanorods.

Using HRTEM, it has found that the nanorods have the unstable {110} facets [37],
in addition to the {100} and {111} facets present in the spheres. For the face-centered
Au nanocrystals, the surface energy follows a relationship of Y110} > Y100} > Y11} The
presence of a significant percentage of gold atoms on the {110} surface suggests that
the nanorod is relatively thermodynamically unstable. The {111} and {100} faceted Au
spheres have lower surface energy. Thus, their atoms may not sublime at relatively
low temperatures. Therefore, the sublimation of Au atoms from the nanorods at lower
temperatures may be contributed in part by the shape of the nanorods, which has the
unstable {110} surfaces.

3.5.2 Electric field driven phenomena

In-situ structural evolution can also be driven by an electric field. Studying of
domain boundary movement in ferroelectric crystals is an example. For nanocrystals,
TEM provides a powerful approach for directly imaging the nanostructure under the
application of an electric field/current.

A key step in this study is to build a specimen holder which can apply a controllable
voltage across the specimen. We have demonstrated the study of quantum conduc-
tance of multiwalled carbon nanotubes [40, 41]. The nanotubes conduct current ballis-
tically and don’t dissipate heat. A current density of J > 107 A/cm? can pass a single
nanotube at ambient temperature, setting a new record of room temperature super-
conductivity. These results strongly suggest that carbon nanotubes are ideal candidate
of the interconnects in future molecular electronics.

Figure 3-21a shows an TEM image, in which a carbon fiber is connected with a mer-
cury drop by a single carbon nanotube. The current conducted through the tube can
be measured by applying a voltage across the two electrodes, and this measured trans-
port property can be directly linked to the microstructure of the tube revealed by elec-
tron imaging and diffraction [42]. On the other hand, at the non-contacting case, an
electric potential can be applied across the electrodes, resulting in charging up of the
nanotube (Figures 3-21c¢). This is an ideal case for studying the field emission at indi-
vidual nanotube. The electric field due to the electrostatic potential causes the
charged nanotube to deflect, as can be seen by comparing the images before (Figure
3-21b) and after (Figure 3-21c) applying an electrostatic potential of 40 V. The geom-
etry of the deflected tube can be modeled using the elasticity theory, providing a
potential technique for quantifying the charge distribution on the tube if its Young’s
modules is known (see Figures 1-2 and 1-3 for details).
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Figure 3-21. (a) TEM image recorded in-situ when a carbon nanotube at the tip of a carbon fiber is in
contact with a mercury drop, while an electric current flows through. TEM images of carbon nanotubes
recorded at a large defocus condition (b) before and (c) after an electrostatic potential of 40 V is applied
across the electrodes. The bright contrast at the tips of the tubes is due to the charging up effect.

3.6 Electron energy-loss spectroscopy of nanoparticles

HRTEM is a powerful technique for identifying the crystal structure of nanophase
materials, but it may not be sensitive enough to detect a small change in atomic num-
ber. To precisely determine the content of a particular element in a specimen, one
must know the characteristics of the atoms. The structure of an atom is usually charac-
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terized by the quantized energy levels and the associated electronic states. Under the
impact of an incident electron, the electrons bounded to the atoms may be excited
either to a free electron state or to a unoccupied energy level with a higher energy.
The quantum transitions associated with these excitations will emit photons (or x-
rays) and electrons such as secondary electrons, Auger electrons and ionized electrons,
these inelastic scattering signals are the finger prints of the elements that can provide
quantitative chemical and electronic structural information.

Figure 3-22 shows the main inelastic processes that may be excited in high-energy
electron scattering [6, 43]. When a fast electron passes through a thin metal foil, the
most noticeable energy-loss is to plasmon oscillations in the sea of conduction elec-
trons. For an ideal case in which the electrons can move “freely” in the sea, the system
can be treated as an electron gas. This case is best represented by aluminum, in which
the outer-shell electrons can be considered as free electrons. The negatively charged
particles are mixed with nuclei, forming a solid state plasmon “gas”. The resonance
frequency of this plasmon is directly related to the density of electrons in the solid.
The decay of plasmons results in the emission of ultraviolet light. The cathodulumines-
cence (C.L.) technique is based on the detection of the visible light, which is emitted
when an electron in a higher-energy state (usually at an impurity) fills a hole in a
lower state that has been created by the fast electron.

Vacuum level (VL)

X' |9' Secondary electrons

Cathodoluminescence

Conduction band (CB) Auger electrons X-rays
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Figure 3-22. Schematic one-electron energy level diagram plotted against the positions of atoms show-
ing the characteristics excitations by an incident electron in a semiconductor material. Here, E; is the
Fermi level, E}, the binding energy, and C.B., V.B. and V.L. are the conduction-band minimum, valance-
band maximum, and vacuum level, respectively. AE; a K shell excitation; AE, a single-electron excita-
tion; C.L. cathodoluminescence photon; P a plasmon.
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Second, atomic inner-shell ionization is excited by the energy transfer of the inci-
dent electrons, resulting in an ejected electron from a deep-core state (Figure 3-23a).
Since only one inner-shell electron is involved in the excitation, this process is also
called single-electron excitation. The excitation introduces an energy-loss in the range
of a few tens to thousands eV which is the finger print of the element. Since the inten-
sity and threshold energy of the inner shell electron transition are determined not
only by the binding energy of the atom but also by the density of states in the valence
band, the energy-loss near edge structure usually carries some solid state effects, and
this is the basis of analyzing the valence states of an element. Analogous to C.L., the
holes created at deep core states tend to be filled by the core-shell electrons from
higher energy levels, the energy is released in the form of photons (or x-rays) (Figure
3-23b). The energies of the emitted x-rays are quantized and they are fingerprints of
the corresponding elements and are used for chemical microanalysis. The holes, creat-
ed by the ionization process, in deep-core states may alternatively be filled by the
electrons from outer shells, the energy released in this process may ionize another
outer shell electron (Figure 3-23c), resulting in the emission of Auger electrons.
Accompanying to these processes, second electrons can be emitted from the valence
band. The difference between Figures 3-23b and 3-23c is the emission of photon in the
former and the Auger electron in the latter, and the two processes are complimentary.

a: Inner-shell ionization

Ejected inner-
Energy-loss shell
electron

b: X-ray emission c: Auger electron emission

Photon KLL-Auger electron

Figure 3-23. (a) lonization of an atom bounded inner-shell electron by an incident electron, resulting in
(b) X-ray emission and (c) Auger electron emission (see text).
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In other words, the elements with higher Auger electron yields have lower x-ray emis-
sion, and vice versa. Thus, the Auger electron spectroscopy is more sensitive to light
elements while EDS is to heavier elements.

The last characteristic inelastic excitation is phonon scattering (or thermal diffuse
scattering, TDS) [44], which is the result of atomic vibrations in crystals. This process
does not introduce significant energy-loss but produces large momentum transfers,
which can scatter the incident electron into a high angular range. This is a localized
inelastic scattering process. As will be shown in Chapter 4 the collection of TDS elec-
trons can produce compositional sensitive images.

3.6.1 Valence excitation spectroscopy

In studying of nanoparticles, it is necessary to probe the electronic structure of a
single nanocrystal. This is possible only with the use of a probe that is smaller than the
size of the nanocrystal. The valence excitation spectrum of a nanoparticle is most sen-
sitive to its electronic structure and size effects [45, 46]. The spectra can be acquired
in TEM and STEM using a fine electron probe. The quantification of the spectra relies
on theoretical calculation. The valence band excitation of a nanoparticle is most easily
and accurately described using the dielectric response theory. The impact of an inci-
dent electron is equivalent to a time-dependent pulse, which causes transitions of
valence electrons. In classical dielectric response theory, an incident electron is treated
as a particle following a pre-defined trajectory, which is assumed not being affected by
the interaction between the incident electron and the dielectric media, as shown in
Figure 3-24. Electron energy-loss is a continuous process, in which the electron is
decelerated due to the attractive force F, = (- e)E, owing to the field of the induced
charges, resulting in energy-loss. For a general case in which the incident electron is
moving along the z-axis and under non-relativistic approximation, if the instantaneous
position of the electron is denoted by ry = (xo, 0, z’=v?), where x, is called the impact
parameter, the energy-loss spectrum of an incidence electron due to surface plasmon
excitation of a finite dielectric medium is calculated by [45, 47]

dpP T o,
dEow) = TEF(:VZ _joo dz _foo dz wlm{- exp [iw(z"-z)/v] Vi(x,xro)}

Ir=(x00.2). ro=(x0.0.2") (3-12)

where Vi(r,rp) is the potential due to the induced charge when a “stationary” elec-
tron is located at rg = (x, 0, z), i.e., it is the homogeneous component of V satisfying

V2V(rxo) = - m 3(r —1p) (3-13)

for the dielectric media considered. It is important to note that Vi(r,xry) is w-depen-
dent. The potential distribution in space is a quasi-electrostatic potential for each
point along the trajectory of the incident electron. The integral over z” is to sum over
the contributions made by all of the points along the trajectory of the incident elec-
tron. Therefore, the calculation of valence-loss spectra is actually to find the solution
of the electrostatic potential for a stationary electron located at r, in the dielectric
media system. We now use a spherical particle as an example to illustrate the applica-
tion of this theory.



/ Figure 3-24. Excitation of a spherical particle by an exter-

nal incident electron with an impact parameter of xq (xo >

X | a). The radius of the sphere is ¢ and its dielectric function
is &(w).

Consider a point electron moving at a constant velocity v in vacuum along a trajec-
tory specified by rg = (x(,0,z"), as schematically shown in Figure 3-24. For simplicity
one assumes that the electron does not penetrate the particle. In terms of spherical
coordinates (r,0,), r = (x3 + z2)"2, cos 0 = z/r, ro = (x§ + 2’22 and cos 6, = z’/ry. The
potential due to the incident electron in free-space for ry > r is

00 L
_ e L
Ve(r,xg) = — Tz, |r7r0| 41t80r0 LZO %0 Npm (7/r)* Ppm(cosh)
Py ,.(cosby) cos(me) (3-14a)

where Py ,, is the associated Legendre function and
(2-3,, )(L—m)!

(L+m)!
where &, is unity if m = 0 and is zero otherwise. If r > ry, then r and ry are

exchanged in Eq. (3.149). The solution of Eq. (3-13) consists of the field by the free
point charge and the induced charge. The potential outside the sphere has a form of

Npim = (3-14b)

00 L
Vout(r,xg) = Ve(r,xo) — —458 > 2 Am % (a/r )LJrl
0 L=0 m=0

Py ,,(cosh) Py, (coshy) cos(me) (3-15)

and inside the sphere the potential is
00 L
Vin(rxg) = - 47;% S 3 B (Wa)* Pp(cost) Pp,,(costy) cos(me) (3-16)
0% L=0 m=0

Matching boundary conditions:
AV (1)

, V. (rr
Vout(r,r0)|r:a = in(r,r0)|r:a, and TO |r =¢(w) ‘n( ) | (3—17)

the A;,, and By, coefficients are determined to be:
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Apm=Nin Lg& - +)1 (@/ro)"', and By = Ny 725 (arg)t - (3-18)
Substituting Eq. (3-15) into (3-14), performing the analytical integral with the use
of an identity

—(L+1)

f der, P, . (cost,)exp(iot) =
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S A EET)

the spectrum is given by
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Mo = (= (L)t (3-20b)

From the energy-loss function, the resonance free frequencies of the surface plas-
mons are determined by [50]

Le(w)+L+1=0 (3-21)
The homogeneous medium theory has been extended recently for the cases of an-

isotropic dielectric medium, such as carbon onion structure and carbon nanotubes [48,
49]. Shown in Figure 3-25a are a group of calculated EELS spectra for a carbon onion
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Figure 3-25. (a) Calculated EELS spectra of a carbon sphere (radius = 10 nm) with graphitic onion-like
structure as a function of the electron impact parameter x,. (b) Experimentally observed EELS spectra
from a carbon sphere (Courtesy of T. Stockli).
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of radius 10 nm as a function of the electron impact parameter. The calculation has to
consider the anisotropic dielectric properties of the graphitic onion-like structure. At
small impact parameters, the excitation is dominated by volume plasmon, and at larg-
er impact parameters, the surface excitation becomes dominant. When the electron
probe is outside of the sphere, the entire spectrum is the surface excitation. This type
of calculation gives quantitative agreement with experimental observations (Figure
3-25b) and it can be used to quantify the dielectric properties of a single nanostruc-
ture.

3.6.2 Quantitative nanoanalysis

Energy dispersive x-ray spectroscopy (EDS) and electron energy-loss spectroscopy
(EELS) in TEM have been demonstrated as powerful techniques for performing
microanalysis and studying the electronic structure of materials [43]. Atomic inner
shell excitations are often seen in EELS spectra due to a process in which an atom-
bounded electron is excited from an inner shell state to a valence state accompanied
by incident electron energy loss and momentum transfer. This is a localized inelastic
scattering process, which occurs only when the incident electrons are propagating in
the crystal. Figure 3-26 shows an EELS spectrum acquired from YBa,Cu,Os. Since
the inner-shell energy levels are the unique features of the atom, the intensities of the
ionization edges can be used effectively to analyze the chemistry of the specimen.

After subtracting the background, an integration is made to the ionization edge for
an energy window of width A accounted from the threshold energy. Thus, the intensity
oscillation at the near edge region is flattered, and the integrated intensity is domi-
nated by the properties of single atoms. This type of information is most useful in
material analysis and the integrated intensity is given by

IA(A) = 1o(A) oaA(A,B) na d (3-22)
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Figure 3-26. An EELS spectrum acquired from YBa,Cu,Og showing the application of EELS for quan-
titative chemical microanalysis, where the smooth lines are the theoretically simulated background to
be subtracted from the ionization regions.
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where I5(A) is the integrated intensity of the low-loss region including the zero-loss
peak for an energy window A; oa(A,5) is the energy and angular integrated ionization
cross-section. In imaging mode, ( is mainly determined by the size of the objective
aperture or the upper cut-off angle depending on which is smaller. In diffraction
mode, the § angle is determined not only by the size of the EELS entrance aperture
and the camera length but also by the beam convergence. In general, the width of the
energy window is required to be more than 50 eV to ensure the validity of Eq. (3-21),
and A = 100 eV is an optimum choice. If the ionization edges of two elements are
observed in the same spectrum, the chemical composition of the specimen is

I’ZA IA(A) JB (Aaﬂ)

nB IB (A) O-A (Avﬁ)

This is the most powerful application of EELS because the spatial resolution is
almost entirely determined by the size of the electron probe. The key quantity in this
analysis is the ionization cross-section. For elements with atomic numbers smaller
than 14, the K edge ionization cross-section can be calculated using the SIGMAK pro-
gram [43], in which the atomic wave function is approximated by a single-clectron
hydrogen-like model. The ionization cross-section for elements with 13 < Z < 28 can
be calculated using the SIGMAL program. For a general case, the ionization cross-
section may need to be measured experimentally using a standard specimen with
known chemical composition.

(3-23)

3.6.3 Near edge fine structure and bonding in transition metal oxides

The energy-loss near edge structure (ELNES) is sensitive to the crystal structure.
This is a unique characteristics of EELS and in some cases it can serve as a “finger-
print” to identify a compound. A typical example is the intensity variation in the m*
and o* peaks observed in the C-K edge, as shown in Figure 3-27. Diamond is almost
completely dominated by the o* bonding, while the ® bonding appears in graphite and
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Figure 3-27. EELS C-K edge spectra acquired from diamond, amorphous carbon and graphite, respec-
tively, showing the sensitivity of EELS to bonding in carbon related materials.
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amorphous carbon. The disappearance of the n* peak in C-K edge can be uniquely
used to identify the presence of diamond bonding in a carbon compound. It must be
pointed out that the spectrum for graphite shown here was acquired when the incident
beam parallel to the c-axis. If a small size aperture is used, only a small portion of
electrons corresponding to the n* peak is collected.

In EELS, the L ionization edges of transition-metal and rare-earth elements usually
display sharp peaks at the near edge region (Figure 3-28), which are known as white
lines. For transition metals with unoccupied 3d states, the transition of an electron
from 2p state to 3d levels leads to the formation of white lines. The L; and L, lines are
the transitions from 2p*? to 3d*?3d>? and from 2p'/? to 3d3?, respectively, and their
intensities are related to the unoccupied states in the 3d bands. Numerous EELS
experiments have shown that a change in valence state of cations introduces a dra-
matic change in the ratio of the white lines, leading to the possibility of identifying the
occupation number of 3d orbital using EELS.

EELS analysis of valence state is carried out in reference to the spectra acquired
from standard specimens with known cation valence states. Since the intensity ratio of
Li/L, is sensitive to the valence state of the corresponding element, if a series of
EELS spectra are acquired from several standard specimens with known valence
states, an empirical plot of these data serves as the reference for determining the
valence state of the element present in a new compound [51-59]. The Ls/L, ratios for
a few standard Co compounds are plotted in Figure 3-29a. EELS spectra of Co-L;3
ionization edges were acquired from CoSi, (with Co**), Co304 (with Co?%7+), CoCO;
(with Co?*) and CoSO, (with Co?*). Figure 3-29b shows a plot of the experimentally
measured intensity ratios of white lines L3/L, for Mn. The curves clearly show that the
ratio of L3/L,; is very sensitive to the valence state of Co and Mn. This is the basis of
our experimental approach for measuring the valence states of Co or Mn in a new
material.

Determination the crystal structure of nanoparticles is a challenge particularly
when the particles are smaller than 5 nm. The intensity maxim observed in the x-ray
or electron diffraction patterns of such small particles are broadened due to the crystal
shape factor, greatly reduced the accuracy of structure refinement. The quality of the
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Figure 3-28. EELS spectrum acquired from MnO, showing the Mn-L; and Mn-L; white lines. The five
windows pasted in the Mn-L edge are to be used for extracting the image formed by the ratio of white
lines.
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Figure 3-29. Plots of the intensity ratios of
Ls/L, calculated from the spectra acquired
from (a) Co compounds and (b) Mn com-
pounds as a function of the cation valence.
A nominal fit of the experimental data is
shown by a solid curve.

high-resolution TEM images of the particles is degraded because of the strong effect
from the substrate. This difficulty arises in our recent study of CoO nanocrystals
whose shape is dominated by tetrahedral of sizes smaller than 5 nm [60]. Electron dif-
fraction indicates the crystal has a fcc-type cubic structure. To confirm the synthesized
nanocrystals are CoO, EELS is used to measure the valence state of Co. Figure 3-30
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Figure 3-30. A comparison of EELS spectra
of Co-L,3 ionization edges acquired from
Co304 and CoO standard specimens and the
synthesized nanocrystals, proving that the
valence state of Co is 2+ in the nanocrystals.
The full width at half maximum of the white
lines for the Co3;04 and CoO standards is
wider than that for the nanocrystals, possibly
due to size effect.
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shows a comparison of the spectra acquired from Co3;04 and CoO standard specimens
and the synthesized nanocrystals. The relative intensity of the Co-L, to Co-Lj; for the
nanocrystals is almost identical to that for CoO standard, while the Co-L, line of
Co30, is significantly higher, indicating that the Co valence in the nanocrystals is 2+,
confirmed the CoO structure of the nanocrystals.
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Figure 3-31. A schematic diagram showing energy-filtered electron imaging in TEM. The conventional
TEM image is recorded by integrating the electrons with different energy losses. The energy-selected
electron images corresponding to different characteristic energy-loss features are shown, which can be
used to extract useful structural and chemical information of the specimen.
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3.7 Energy-filtered electron imaging
3.7.1 Energy filtering in TEM

Energy-filtered transmission electron microscopy (EF-TEM) is a rapid developing
field for high spatial-resolution chemical imaging. With an energy-filter, images (or
diffraction patterns) formed by electrons with specific energy-losses can be obtained
(see Figure 3-31) [61]. The energy-selected electron images can be simply illustrated
using a 3-D data space, in which the z-axis is replaced by the energy-loss of the elec-
trons, and x and y are the real space coordinates of the 2-D image of the specimen.
All the inelastic scattering processes introduced above are observed in the EELS
spectrum, as schematically shown on the right-hand side of Figure 3-31. The zero-loss
(or O-loss) peak is composed of elastically and thermal diffusely scattered electrons.
The images/diffraction patterns produced by the elastically scattered and by thermal
diffusely scattered electrons are incoherent. The low-loss region is dominated by
valence excitations. However, as was discussed previously, the energy-selected image
of valence-loss (or plasmon-loss for metals) electrons is not strongly composition sen-
sitive because their scattering is closely related to the valence-band structure of the
material. Atomic inner-shell ionization edges can be employed to form composition-
sensitive images. The background observed in the EELS spectrum is produced by
scattering processes of multiple valence losses, electromagnetic radiation and electron
Compton scattering. In order to extract composition-sensitive images, the contribu-
tion made by these processes must be subtracted from the recorded data.

3.7.2 Composition-sensitive imaging using inner-shell ionization edges

Energy-selected electron images of atomic inner-shell ionization edges can also be
performed in STEM [62, 63]. The image is formed by processing the EELS spectra
acquired at each beam position, so that the thickness integrated elemental map is
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Figure 3-32 gives a pair of energy-filtered TEM images using the C-K and Ag-L
edges, respectively, from a specimen of Ag nanocrystals passivated with SCj,Hjs thio-
late chains. The carbon distribution represents the local thickness-projected density of
the adsorbed molecules. In the region with less Ag particles, the stronger carbon signal
indicates the accumulation of the molecules. The image using Ag-L edge clearly shows
the distribution of Ag cores. Energy-filtered image using the O-K edge proves that
the particles are not oxidized.

3.7.3 Mapping the bonding and valence state using fine edge structures

If the energy-selected electron image can be formed using the fine features at the
near edge region, one can map the spatial distribution of the valence states. The most
typical example of mapping the valence state distribution is the case of using the o*
and 1t* peaks observed in C-K edge of diamond specimens [64, 65]. Here we illustrate
a new approach that can map the distribution of the valence states of transition metal
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Figure 3-32. Energy-filtered TEM images recorded using (a) the C-K edge and (b) the Ag-L edge from
a specimen of Ag nanocrystals passivated with SC;,H,5 molecules and dispersed on an amorphous silica
substrate. The energy window width was 20 eV.

elements in oxides [66]. In EF-TEM, an energy window of 12 eV in width is required
to isolate the L; from L, white lines (Figure 3-28). A five-window technique is intro-
duced: two images are acquired at the energy-losses prior to the L ionization edges,
and they are to be used to subtract the background for the characteristic L edge sig-
nals; two images are acquired from the L3 and L, white lines, respectively, and the
fifth image is recorded using the electrons right after the L, line that will be used to
subtract the continuous background underneath the L; and L, lines. Then, a L;/L,
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ratio image will be obtained, which reflects the distribution of valence state across the
specimen. It must be pointed out that the thickness effect has been removed in the
Ls/L, image.

A partially oxidized CoO specimen that contains CoO and Co;O, grain structure
was chosen for this study [67]. The CoO and CosO, phases are separated by clear
boundaries and it is an ideal specimen for testing the optimum resolution. Figure 3-33
shows a group of energy-filtered TEM image from a triple point in the CoO-Co30,
specimen. The energy-filtered images using the L3 and L, lines and the post L, line
region (Figures 3-33a-c) show distinctly difference in contrast distribution due to a
difference in the relative white line intensities. From these three images the Ls/L, is
calculated after subtracting the contribution from the continuous energy-loss region
that is due to single atom scattering, and the image clearly displays the distribution of
cobalt oxides having different valence states (Figure 3-33¢), where the diffraction con-
trast disappears. The region with lower oxidation state (Co2+) shows stronger con-
trast, and the ones with high oxidation states show darker contrast (see the Ls/L, ratio
displayed in Figure 3-29a). The O/Co image was calculated from the images recorded
from the O-K edge and the Ls + L, white lines for an energy window width of A =24
eV. Although the energy-filtered O-K edge image exhibit some diffraction contrast
and the thickness effect, the O/Co compositional ratio image greatly reduces the
effect. The high intensity region in the O/Co image indicates the relative high local
concentration in oxygen (e.g., higher Co oxidation states), the low intensity region
contain relatively less oxygen (e.g., lower Co valence state), entirely consistent with
the information provided by the L3/L, image. A spatial resolution of ~ 2 nm has been
achieved. This is remarkable in comparison to any existing techniques.

3.7.4 Energy dispersive x-ray microanalysis (EDS)

X-rays emitted from atoms represent the characteristics of the elements and their
intensity distribution represents the thickness-projected atom densities in the speci-
men. This is the energy dispersive x-ray spectroscopy (EDS) which has played an
important role in microanalysis, particularly for heavier elements [68]. EDS is a key
tool for identifying the chemical composition of a specimen. A modern TEM is cap-
able of producing a fine electron probe of smaller than 2 nm, allowing direct identifi-
cation the local composition of an individual nanocrystal. Details of this type of anal-
ysis will be give in Section 3.8.2.

3.8 Structure of self-assembled nanocrystal superlattices

Nanoparticles and the physical and chemical functional specificity and selectivity
they possess, suggest them as ideal building blocks for two- and three-dimensional
cluster self-assembled superlattice structures, in which the particles behave as well-
defined molecular matter and they are arranged with long-range translational and
even orientational order. Research has successfully fabricated self-assembly passivated
nanocrystal superlattices (NCS’s) or nanocrystal arrays (NCA) of metal, semiconduc-
tor and oxide clusters [35, 60, 69-74], which are a new form of materials with funda-
mental interests and technological importance. Self-assembled arrays involve self-
organization into monolayers, thin films, and superlattices of size-selected nanoclus-



Figure 3-33. A group of images recorded from the same specimen region using signals of (a) the Co-Ls
edge, (b) the Co-L, edge, (c) the post Co-L, line, and (d) the O-K edge. (¢) The processed Ls/L, image,
displaying the distribution of the valence states. (f) The atomic concentration ratio image of O/Co. The
continuous background contributed from the single atom scattering has been removed from the dis-
played Co-L; and Co-L, images. The O/Co image is normalized in reference to the standard composi-
tion of CoO for the low portion of the image in order to eliminate the strong influence on the ionization
cross-section from the white lines. Each raw image was acquired with an energy window width of A =12
eVexcept for O-K at A =24 eV.

ters encapsulated in protective compact organic coating. By changing the length of
the molecular chains, quantum transitions and insulator to conductor transition could
be introduced, resulting in tunable electronic, optical and transport properties.
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NCS’s are characterized by unprecedented size-uniformity and translation and
even orientation order, created through a multistage processing strategy involving
self-assembly, annealing, etching of defects, reversible passivation by self-assembled
monolayers, and macroscopic separation by size of the resulting assemblies. Particles
that can be self-assembled usually have sizes smaller than 10 nm, it is in this size range
that many exciting and unusual physical properties are enhanced. The nanocrystals
are passivated by a monolayer of long-chain organic molecules, such as SR, where R
=n-C,Hy,11,n=4,6,8,12..., called thiolates. The thiolate serves not only as the pro-
tection for the particles to avoid direct contact between the particles with a conse-
quence of coalescing, but also the interparticle bonding.

3.8.1 Particle shape and assembling crystallography

If the nanocrystals can be taken as the building blocks, their 3-D assembling is una-
voidably affected by the particle shape. In this section, the self-assembling of trun-
cated octahedral Ag nanocrystals is taken as an example to illustrate the roles played
by the particle shape in NCSs [2, 10]. Our main goal is to illustrate the formation of
directional, interparticle molecular bonds by the thiolates. Figure 3-34a is an TEM
image recorded from an Ag NCS deposited on a carbon substrate. The Ag nanocrys-
tals have a truncated octahedral shape and they are oriented along the [110] of the Ag
atomic lattice in the image, along which four {111} and two {100} facets are imaged
edge-on. The unit cell of the NCS is also oriented along [110], of fcc, where the sub-
script refers to the supercrystal. Therefore, the orientational relationship between the
Ag particles and the nanocrystal lattice is [110] || [110]s and [001] || [110]s (Figure
3-34c) [35, 69]. Accordingly, a structure model for the NCS is built (Figure 3-34d), in
which the nanocrystals are oriented following an assembling principle of face-to-face.

Silver nanocrystals can also be dominated by icosahedral and decahedral. The sphe-
rical-like of these particles results in hexagonal closing packing [70]. The percentage
of multiply twinned particle can be directly estimated from dark-field TEM image
recorded using a small size objective aperture. Figure 3-35 shows an TEM image of a
monolayer assembly of Ag nanocrystals. Many of the particles show double or even
triple split contrast, suggesting these particles are not single crystalline, rather they
contain twins. The particle would appear uniform in contrast if it is single crystalline.
This is a easy method to estimate the population of the twinned particles. NCS’s are
rather rubust and they are stable to temperatures as high as 600 °C [75, 76].

3.8.2 Interdigitation of molecular bonds in nanocrystal self-assembly

A careful examination of the image shown in Figure 3-34a indicates there are some
white spots in the image, corresponding to open channels formed by the thiolate mol-
ecules, suggesting that the thiolates are tethered on the faces of the nanocrystals and
they are likely to be erected on the surface. The shortest distance between the face-to-
face {100} facets of the two adjacent particles is only ~ 1.5 to 2 nm, almost equal to the
1.5 nm chain length of the thiolate molecules used for passivating the Ag nanocrystals.
Therefore, the thiolate molecules tethered on the facets of the nanocrystals are likely
to interpenetrate, forming the interdigitative bonds.
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Figure 3-34. (a) TEM image of a face-centered cubic packed Ag nanocrystals whose shape is dominated
by truncated octahedral (TO) (see the inset HRTEM image of a single Ag nanocrystal). The image dis-
plays the orientational relationship between the nanocrystals and the assembled superlattice. (b) A
structural model of the TO particle, (c) the [110]s projection of the unit cell as indicated in (a), where
the grey pasted particles are located at different z heights; and (d) the 3-D structural model of the fcc
packing of nanocrystals.
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Figure 3-35. A dark-field TEM image recorded from a monolayer self-assembled Ag nanocrystals,
showing the multiply split contract across each nanocrystal, and suggesting that the majority of the par-
ticles have twin structure.

A direct observation of the thiolates can be provided by the EF-TEM [77]. The
thiolate molecules are composed of mainly carbon, thus the EF-TEM of the carbon K
edge can give the distribution of the thiolates around the nanocrystals. For this anal-
ysis, Ag NCSs are deposited on an amorphous SiOy substrate and the effects from the
substrate can be removed by processing the experimental images acquired pre- and
post-edge. The EF-TEM was performed for the Ag NCS oriented along [110],, which
is the optimum orientation for imaging thiolate distribution between the particles.
The EF-TEM image acquired using the carbon K edge from a Ag NCS gives an inter-
esting contrast feature (Figure 3-36a). The projected carbon density between the par-
ticles shows a contrast pattern that is the strongest between the A and B types of par-
ticles, while the contrast is lower between the A and C or B and C types of particles.
To interpret this phenomenon, we first construct the [110]s projection of the NCS
based on the 3-D model given in Figure 3-36b, and the result is shown in Figure 3-36b.
From the structural point of view, the molecular bonds tend to parallely align the
facets on which they are tethered. For the nanocrystals A and B assembled by facing
the {100} faces, in addition to the carbon density contributed by the interdigitative
thiolates passivated on the {100} facets (which are edge-on while viewed along [110];),
the thiolates passivated on the four {111} planes (not edge-on) also contribute to the
projected carbon density although the {111} faces are at an angle with the projection
direction. Therefore, the projected density of the thiolate molecules between particles
A and B is expected to be higher than that between A and C (or B and C) if the size
of {111} faces is the same as the that of {100} as well as the density of the thiolate pas-
sivation is the same on both {111} and {100}. With consideration the resolution of the
EF-TEM of ~ 2 nm, the channels formed by the bundled thiolates may not be resolved



Figure 3-36. (a) Energy filtered TEM image of the Ag nanocrystal assembly using the carbon K ioniza-
tion edge, showing the projected density of carbon along the [110]s of the NCS. (b) A model showing
the distribution of passivated molecules between the nanocrystals. The projected unit cell is represented
by a rectangle.

in this type of images. This result proves that the adsorbed molecules are distributed
on the surfaces of the nanocrystals, and they form interdigitative bundling that holds
the nanocrystal together.

3.9 Summary

This chapter was concentrated on introduction of TEM and associated techniques
for characterization of nanophase materials. The objective was to review the versati-
lity of TEM and the complimentary applications of the techniques. In additional to
the high-resolution capability, TEM is also powerful in identifying and quantifying the
chemical and electronic structure of nanomaterials. High-spatial resolution analysis is
vitally important for solving many of the practical problems of nanomaterials. Spec-
troscopy analysis of the solid state effects and the valence states mapping are a new
direction of quantitative microscopy. Further exploration in the fine structures in
EELS is likely to reveal rich information about bonding in crystals and at interfaces.
In-situ TEM is anticipated to be important for characterizing and measuring the prop-
erties of individual nanostructures, from which the structure-property relationship can
be clearly registered to a specific nanoparticle/structure.
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4 Scanning Transmission Electron Microscopy
of Nanoparticles

Jingyue Liu

Ultimately, all materials and living organisms have their origins in the collective
assemblies of a small number of atoms or molecules. Human beings have been fasci-
nated by the interior world: the secrets of cells and the building blocks of matter. Ever
since various types of microscopes were discovered, they have been the primary
instruments for helping us to directly observe and understand matter or cells on an
ever-decreasing scale. By understanding what the building blocks are and how they
are arranged together to possess unique properties or to display specific functions, we
hope to modify, manipulate, and sculpt matter at nanoscopic dimensions for desired
purposes.

To understand the fundamental properties of nanoparticles or other nanosystems, it
is necessary to characterize their structures at a nanometer or atomic level. This, in
turn, allows us to understand the synthesis-structure-property relationships of nano-
particle systems, thus achieving the ultimate goal of the molecular engineering of
nanoparticles for important industrial applications.

In Chapter 3, we discussed transmission electron microscopy (TEM) techniques
and the use of these powerful techniques for characterizing nanoparticles. In this
chapter, we will discuss scanning transmission electron microscopy (STEM) and asso-
ciated imaging, spectroscopy, and diffraction techniques, as well as the applications of
these STEM techniques to the characterization of nanoparticles.

4.1 Introduction to STEM and associated techniques

STEM instruments are tailor-made to provide structural, chemical, and morphologi-
cal information about individual nanoparticles on a nanometer or atomic level. A
remarkable capability of STEM instruments is the formation of high-brightness elec-
tron probes with diameters < 0.2 nm at 100 keV and as small as 0.13 nm at 300 keV. To
form such an electron nanoprobe, the use of a field-emission gun (FEG) is necessary to
provide sufficient signal strength for viewing and recording STEM images, spectra, and
diffraction patterns. The FEG source has a brightness of at least 10° greater than that
of a W or a LaBg filament, which is typically used in conventional TEM instruments,
but with an effective electron source size of only 4-5 nm in diameter. Another attrac-
tive feature of STEM is its great flexibility in the detection system. Different signals
generated from the same sample area can be collected either independently or simulta-
neously and can be analyzed in parallel to yield complementary information about the
sample. Figure 4-1 shows a schematic diagram illustrating the available signals that can
be used in a STEM instrument to give useful information about the sample.

Unlike in TEM where a stationary, parallel electron beam is used to form images,
the STEM is a mapping device. In a STEM instrument, a fine electron probe, formed
by using a strong objective lens to de-magnify a small electron source, is scanned over
a specimen in a two-dimensional raster. Signals generated from the specimen are
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Figure 4-1. Signals generated inside a STEM microscope when a high-energy electron probe interacts
with a thin specimen. These signals can be collected, individually or simultaneously, and analyzed to
give useful information about the structure and chemistry of the sample.

detected, amplified, and used to modulate the brightness of a second electron beam
that is scanned synchronously with the STEM electron probe across a cathode-ray-
tube (CRT) display. Therefore, a specimen image is mapped onto the CRT display for
observation (Fig. 4-2). If the area scanned on the sample is A and the corresponding
area on the CRT display is A4, then the magnification (M) of a STEM image is given
by M = A4/As The STEM magnification is purely geometric in origin and can be
easily changed by varying the scanned area on the sample.

CRT Electron Beam

STEM Electron Beam

Synchronously
Scanned Beams™.

'— Scan Coils—— 1"“‘1‘- ‘

CRT Screen

: _ Signal generated at specimen pixel(x,y) _ |
modulates CRT intensity at pixel(x”y")

Figure 4-2. Schematic diagram illustrates the formation of a STEM image: signals generated from a
thin specimen are detected, amplified, and used to modulate the brightness of a second electron beam
scanned synchronously with the STEM electron probe across a cathode-ray-tube (CRT) display. A spe-
cimen image is “mapped” to the CRT display for observation.
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Since STEM is a serial recording instead of a parallel recording system, the whole
process of generating a STEM image is much slower than that in TEM. A STEM
image usually builds up over several seconds to several minutes, depending on the
types of signals used to produce the image. Unlike in TEM, there is no rotation
between the object and image planes, and the microscope magnification can be
changed without refocusing the electron beam to obtain a focused image. The res-
olution of STEM images is primarily determined by the incident probe size, the stabil-
ity of the microscope, and the inherent properties of the signal generation processes.

Multiple imaging and analytical detectors have been developed to simultaneously
collect several signals that can be displayed individually or combined in perfect regis-
ter with each other. This unique capability makes the STEM a powerful nanoanalyti-
cal tool since multiple views of a sample, in different imaging, diffraction, and spec-
troscopy modes, can be collected, analyzed, and compared in a single pass of the inci-
dent electron beam. Figure 4-3 illustrates the available detectors commonly used for
collecting imaging and analytical signals in dedicated STEM instruments.
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Figure 4-3. Schematic diagram illustrates imaging, diffraction, and spectroscopy modes commonly used
in a dedicated STEM instrument: X-ray Energy Dispersive Spectroscopy (XEDS); Auger Electron
Spectroscopy (AES) and Scanning Auger Microscopy (SAM); Secondary Electron Spectroscopy (SES)
and Secondary Electron Microscopy (SEM); Annular Dark-Field (ADF) and High-Angle Annular
Dark-Field (HAADF) microscopy; Coherent Electron Nano-Diffraction (CEND); Parallel Electron
Energy-Loss Spectroscopy (PEELS); and Bright-Field (BF) and Dark-Field (DF) microscopy.
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By collecting high-angle scattered electrons with an annular detector, high-angle
annular dark-field (HAADF) images (or Z-contrast images) can be formed to provide
information about structural variations across the sample at an atomic level. Electron
energy-loss spectroscopy (EELS) and X-ray energy-dispersive spectroscopy (XEDS)
can give quantitative data describing changes of elemental composition, electronic
structure, or state of oxidation associated with inhomogeneous structures of the sam-
ple. The combination of XEDS and EELS with HAADF imaging technique can pro-
vide detailed information on the composition, chemistry, and electronic and crystal
structure of nanoparticles with atomic resolution and sensitivity.

Information about surface topography or surface chemistry of nanoparticles can be
obtained by collecting and analyzing secondary electron (SE) and Auger electron
(AE) signals. By positioning an electron nanoprobe at the area of interest, diffraction
patterns from individual nanoparticles can be acquired to provide information about
the crystallographic structure of nanoparticles. The structural relationship of nanopar-
ticles to the surrounding materials and, in some cases, the shape of nanoparticles can
also be extracted from nanodiffraction patterns. The powerful combination of atomic
resolution HAADF imaging with nanospectroscopy and nanodiffraction techniques
has proved invaluable in solving a wide range of materials problems.

Figure 4-4. Simultaneously acquired STEM images of a supported catalyst: a) entrance-surface SE
image; b) BF image; c) HAADF image; d) exit-surface SE image. The size distribution and the relative
locations of the metal particles, as well as the morphology of the catalyst support, are clearly revealed in
this set of STEM images.
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Figure 4-4 shows a set of images, acquired simultaneously, of a supported metal cat-
alyst. Figure 4-4a is an SE image of the entrance surface of the catalyst showing small
particles and a detailed surface morphology of the catalyst support. Figure 4-4b is the
corresponding bright-field (BF) STEM image, revealing small particles with a dark
contrast. Metal particles of various shapes and sizes, dispersed in or on the catalyst
support, are clearly revealed in the HAADF image (Fig. 4-4c). The exit-surface SE
image (Fig. 4-4d) reveals an unusual surface topography of the catalyst support. De-
tailed analyses of such sets of images can provide important information about the
catalyst: distribution of sizes and relative locations of various types of metal particles
present in the supported catalyst. The SE images clearly indicate that the small,
spherical particles are located on the entrance side of the support. The larger metal
particles with irregular shapes are located in the interior of the catalyst support since
these particles are clearly revealed in the HAADF image but are not shown in either
the entrance- or the exit-surface SE images. XEDS analysis of these particles can give
information about the composition of the individual nanoparticles. The correlation of
HAADF images with SE images and XEDS spectra is very effective in identifying
which type of the metal particles is exposed to the reacting molecules during a cataly-
tic reaction.

4.2 STEM instrumentation

4.2.1 Dedicated STEM and STEM attachment in TEM

There are two types of STEM instruments commonly used by electron microsco-
pists: dedicated STEM (DSTEM) and STEM attachment in TEM. The DSTEM
instruments, which were exclusively made by VG Microscopes (UK), have unique
designs and capabilities. A DSTEM microscope uses a cold field-emission gun to gen-
erate high-brightness electron probes with sub-nanometer sizes. The sizes of electron
probes used in TEM/STEM instruments are generally much larger than those in
DSTEM instruments. Furthermore, the operation of STEM attachments is not as flex-
ible as that of DSTEM.

However, recent advances in field-emission technology and the increasing use of
field-emission guns in high-resolution 200 kV TEM instruments have made the STEM
attachment and associated STEM techniques dominant features in field-emission
TEM (FE-TEM) microscopes. When operated in the STEM mode, the recent genera-
tion of FE-TEM instruments can provide high-brightness electron probes with sizes as
small as those obtainable in DSTEM instruments. HAADF images can now be
obtained in FE-TEM microscopes with a resolution similar to, or, in some instances,
better than, that obtainable in DSTEM instruments. The distinction between DSTEM
and STEM attachments in FE-TEM is rapidly diminishing. In the following, we will
focus our discussion exclusively on DSTEM instruments. However, the fundamental
principles of DSTEM and associated techniques discussed in this chapter equally
apply to STEM operation in FE-TEM. Unless stated otherwise, we will use the acro-
nym STEM to represent DSTEM for the rest of this chapter.
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4.2.2 Principal features of a STEM instrument

In a STEM instrument, the cold field-emission gun is generally operated at 100 kV
or 300 kV and is placed at the bottom of the microscope column to minimize mechan-
ical disturbances of the field-emission tip. Two condenser lenses and a strong objective
lens are usually used to form a small electron probe on the specimen. A virtual objec-
tive aperture (VOA) is usually placed before the condenser lenses to control the con-
vergent angle of the incident electron probe. The use of VOA is desirable for reducing
stray X-rays, generated inside the microscope column, and hence simplifying the inter-
pretation of XEDS spectra and X-ray elemental maps. A real objective aperture situ-
ated just before the specimen is sometimes used to define the angle of incident beam
convergence. The size and the intensity of the high-energy electron probe can be
manipulated by adjusting the two condenser lenses and by selecting the proper size of
the VOA or the real objective aperture.

In some STEM instruments, the electrons, passing through the specimen, directly
reach the detector plane without the use of any post-specimen lenses. It is, however,
desirable to have post-specimen lenses to offer great flexibility for effectively utilizing
various detector configurations and for conveniently observing and recording nanodif-
fraction patterns.

The easy access to the top of the STEM column provides necessary versatility for
modification or construction of various STEM detectors. Interchangeable annular
detectors, for example, can be installed to provide flexibility for ADF imaging or for
special imaging modes using configured detectors. The attachment of a series EELS
or a parallel EELS (PEELS) detector to the top of the microscope column makes it
possible to analyze the chemistry of the sample at an atomic resolution. It also allows
BF or dark-field (DF) imaging with only elastically scattered electrons or with other
selected energy-loss electrons.

A scintillator screen and a low-light level TV camera, together with a VCR, can be
used to view or record nanodiffraction patterns at a TV rate. A charge coupled device
(CCD) system can also be used for quantitative recording of nanodiffraction patterns,
shadow images, or electron holograms.

For effectively collecting characteristic X-rays, a retractable, windowless XEDS
spectrometer is usually attached to the column of a STEM instrument. Because of the
small volume probed by the electron nanoprobe, the XEDS detector has to be placed
close to the sample region to increase the strength of the collected X-ray signal. Two
XEDS detectors can be interfaced to the microscope column to significantly increase
the strength of the collected X-ray signal.

A stable operation of a cold field-emission gun requires the vacuum in the gun
chamber to be better than 107'° torr. The column vacuum is generally better than 10~
torr to prevent significant back streaming of gas molecules into the gun chamber and
to reduce the effects of contamination on the specimen surface. Most of the STEM
instruments can be baked at moderate temperatures for extended periods to obtain a
high vacuum.

Some STEM instruments were specifically designed and constructed to have a true
UHV system for surface studies. These instruments have a vacuum better than 107'°
torr throughout the whole microscope system and have elaborate auxiliary chambers
for preparing, testing, and manipulating specimens in situ. One of these special STEM
instruments is the microscope code-named MIDAS (a Microscope for Imaging, Dif-
fraction, and Analysis of Surfaces) which was specifically designed for the study of
nanostructures of surfaces and small particles with high spatial resolution. The various



Scanning Transmission Electron Microscopy of Nanoparticles 87

STEM imaging, analytical, and diffraction techniques can be performed on clean
nanoparticles or thin films, prepared inside the specimen chamber and treated at dif-
ferent temperatures or with various gases. In addition, secondary and Auger electrons,
emitted from both the entrance and the exit surfaces of a sample, can be collected to
form surface images. Figure 4-5 shows a photograph of the essential components of
the MIDAS system.

Because of the intrinsic nature of a mapping device, the STEM is ideal for digital
imaging and for on-line or off-line processing of images, spectra, and nanodiffraction
patterns. Signals from several detectors can be digitally acquired either simultaneously
or independently; different signals can also be combined together by addition, sub-
traction, multiplication, or other mathematical manipulations to gain insight about
the structure of the sample. These digital images or spectra can be electronically trans-
ferred to remote locations through the Internet or the World Wide Web for fast disse-
mination of vital information.

Sap:p!:e Transfer-Systen™
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o

Figure 4-5. A photograph shows the main features of a specially designed UHV STEM HB-501S
housed at Arizona State University (code-named MIDAS —Microscope for Imaging, Diffraction, and
Analysis of Surfaces). The electron beam travels from bottom to top in dedicated STEM instruments.
Annular Dark-Field Detector (ADFD); Electron Energy-Loss Spectrometer (EELS); Diffraction Pat-
tern Observation Screen (DPOS); Cylindrical Mirror Analyzer (CMA); Concentric Hemispherical Ana-
lyzer (CHA); Upper Secondary Electron Detector (USED); Lower Secondary Electron Detector
(LSED).
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4.3 Imaging with high-energy electrons

4.3.1 The principle of reciprocity

The principle of reciprocity developed in the light optics can be equally applied to
electron optical systems [1-2]. The wave amplitude at a point P due to a point source
at Q is identical to the wave amplitude at Q due to a point source at P (Fig. 4-6). The
essential components of a STEM imaging system are similar to those of a TEM micro-
scope: the ray diagram of STEM is the reciprocal of that of TEM. This is demonstrat-
ed with the aid of the schematic ray-diagram of Fig. 4-6. The STEM detector replaces
the TEM electron source; the STEM gun is placed in the detector plane of the TEM,;
and the scanning system translates the STEM source to cover the TEM recording
plate. Therefore, for a particular detector configuration, the contrast of STEM images
can often be inferred by finding the equivalent TEM geometry. For example, BF
STEM images obtained by collecting electrons scattered into a small-angle 6 can be
interpreted the same way as those of BF TEM images obtained with an illumination
angle of 0. Images obtained with a large BF STEM detector are similar to those
obtained in TEM with a large illumination angle of the incident beam. The principle
of reciprocity makes it possible to apply imaging theories developed in TEM to the
interpretation of the corresponding STEM images.
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Figure 4-6. Schematic ray-diagram illustrates the Principle of Reciprocity in electron optics: the ray dia-
gram of STEM is the reciprocal of that of TEM. The STEM detector replaces the TEM electron source;
the STEM gun is placed in the detector plane of the TEM; and the scanning system translates the
STEM source to cover the TEM recording plate.
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4.3.2 Theoretical background

When a finely focused electron probe interacts with a thin specimen, the high-
energy incident electrons are scattered by the sample electrons and nuclei. The ampli-
tude distribution of the incident electrons at the exit surface of the sample can be de-
scribed by a wave function Y(K). The variable K is a two-dimensional vector in the
reciprocal space with |K| = 2sin(60/2)// (0 is the scattering angle and / is the wavelength
of the incident electrons). When the electron probe is scanned across the sample, var-
iations of ¥Y(K) carry information about the electron beam-specimen interactions. If
the exit wave function ¥(K) of the scattered high-energy electrons can be determined,
we can extract structural information about the sample of interest. It is, however, not
possible to directly measure ¥(K). What can be obtained experimentally are images
of the sample formed by collecting the directly transmitted or scattered electrons. The
observed image intensity, /(X), as a function of the beam position X is related to
¥ (K) by:

I(X) = [D(K) |¥(K, X)]* dK (4-1)

where D(K) is the transmission function of the detector. The amplitude function ¥ (K,
X), to first approximation [3, 4], can be expressed as:

Y(K, X) = Q(K)*T(K)exp{2niK-X} (4-2)
where Q(K) is the Fourier transform of the object transmission function, g(x), of the
sample and the * symbol represents convolution. The transfer function of the micro-
scope, T(K), is given by:

T(K) = A(K)exp{iz(K)} (4-3)

The aperture function, A(K), is given by:

1 for K < K
agy=4 ’ (4-4)
0 for K > K,
The aberration function of the objective lens, y(K), is given by:
1 (K) = nAAK? + nCJ3K42 (4-5)

where A is the defocus value, C; is the spherical aberration coefficient of the objective
lens, and K| is the cut-off wave-vector determined by the size of the objective aper-
ture.

The amplitude distribution of the incident probe, #(x), is determined by the Fourier
transform of 7(K) which is determined by the aperture function A(K) and the aberra-
tion function y(K) of the objective lens. The probe size, therefore, depends on the
spherical aberration coefficient of the objective lens, the wavelength of the incident
electrons, the size of the objective aperture, and the defocus of the electron beam.

To determine the transmission function of the object, ¢(x), requires a reconstruc-
tion of the exit wave function and a solution to the inverse dynamic diffraction prob-
lem which is beyond the scope of this book. In order to gain insight about the image
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resolution and contrast, however, various types of approximations can be made to
simplify g(x). In the phase object approximation [3, 4], for example, g(x) can be
expressed as:

q(x) = exp(-iap(x)) (4-6)

where ¢ = n/(1E,) = interaction constant, Ey = accelerating voltage, and ¢(x) = pro-
jected specimen potential along the incident beam direction. For most practical stud-
ies, however, rigorous dynamical calculations have to be performed to determine the
image of specific specimen structures.

The detector function D(K) plays a significant role in determining the final form of
STEM images. For example, if D(K) = 1 for all scattering angles, the STEM image is
formed by collecting all the high-energy electrons penetrating through a thin sample.
Then, the image intensity /(X) does not vary with the beam position X because of the
conservation of the total number of high-energy electrons (we neglect here the effect
of backscattered electrons which is negligible for very thin specimens). Therefore, no
contrast will be observed in the STEM image, and no information about the specimen
can be inferred.

If D(K) = 6(K) or 6(K-G) where G is a reciprocal lattice vector, the Eq. (4-1)
reduces to: I(X) = |¥(0, X)|? or |P(G, X)|2. This is exactly same as for BF or DF TEM
imaging with parallel illumination. For other detector configurations, the evaluation
of the Eq. (4-1) is not straightforward. Various types of approximations, however, can
be made to gain insight into the characteristics of the images formed by collecting the
corresponding signals [4].

With configured STEM detectors we can, nevertheless, rewrite the Eq. (4-1) as:

Ky
L(X)= [ Di(K)¥(K,X)]” dK (4-7)
K

1

K.
> I{’“ Di(K)|P(K, X)2 dK = 1 (4-8)

1
1

where the summation is over the whole diffraction plane.

The resolution and contrast of STEM images depend on the configuration of the
STEM detector used to form these images. By selecting the shape and the size of the
STEM detector, a variety of imaging modes can be used to extract complementary
information about the sample.

When a small electron probe is positioned on the sample, all information carried by
high-energy electrons is contained in the whole diffraction pattern. The intensity dis-
tribution in the diffraction plane varies with the change of the incident beam position
provided the electron probe is small enough to resolve the lattice spacings of a crystal.
The total integrated intensity across the whole diffraction plane does not vary with
the change of the probe position.

By digitally recording the whole diffraction pattern with energy (E) discrimination
for each pixel (probe position X) on the sample, a five-dimensional function /(K, X,
E) can be generated. All information about the specimen can be extracted by off-line
processing of these digitally stored, energy-selected diffraction patterns. By selecting
certain portion(s) of the scattered electrons as an input signal, various types of images
can be formed to give information about the structure and the chemistry of the sample
with atomic resolution. This process, however, needs a tremendous amount of compu-
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ter work, fast image-acquisition systems, a large collection of data, and a high stability
of the microscope parameters. Impressive progress has been made in the last few
years [5-7]. In the following, we will focus our discussion on a few simple, but very
powerful, imaging modes which can provide high-resolution structural information
about nanoparticles.

4.3.3 High resolution BF and DF STEM imaging

When a finely focused STEM probe interacts with a thin crystal oriented along a
principal zone-axis, an electron diffraction pattern consisting of a set of convergent
beam discs is obtained. Each disc subtends the same semi-angle o, determined by the
size of the objective aperture, at the specimen (Fig. 4-7a). If o > 0p (0p is the Bragg
diffraction angle of the diffracting planes), then the convergent beam diffraction discs
overlap. For thin, perfect crystals, the electron intensity within non-overlapping
regions (e.g., the region indicated by the numeral 1 in Fig. 4-7b) is independent of the
probe position and the aberrations of the probe forming lens [8]. The electron intensity
within regions where discs do overlap depends on the probe position, the lens aberra-
tions, and the defocus values of the objective lens. The intensity modulations in the
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overlapping regions are caused by coherent interference of high-energy electrons with
different incident directions. The intensity at any point in the overlapping regions var-
ies, in simple cases, sinusoidally with the periodicity (1/20g) of the crystal lattice [8].

If a STEM detector is positioned at any point in the overlapping regions, lattice
fringes can be acquired by scanning the electron probe across the sample. Two-dimen-
sional lattice fringes can be obtained by positioning the STEM detector at a point
where three or more non-systematic diffraction discs overlap. These multiple-beam
regions are labeled as numeral 3 (three-beam interference) and numeral 4 (four-beam
interference) in Fig. 4-7b. High-resolution BF STEM images are, by invoking the prin-
ciple of reciprocity, similar to high-resolution TEM images discussed in Chapter 3.
Figure 4-8 shows such a BF STEM lattice image of oxide nanoparticles dispersed on a
thin carbon film.

High-resolution DF STEM images can be easily obtained by moving the detector
to a point outside the directly transmitted disk. For example, a two-dimensional DF
STEM lattice image can be obtained by shifting the STEM detector to the position D
labeled in Fig. 4-7b. DF STEM imaging technique is useful for identifying small parti-
cles in supported metal catalysts, defects in extended crystals, and different phases in
polycrystalline nanophase materials.

The contrast of high-resolution STEM images varies with the displacement of the
STEM detector. The movement of the STEM detector corresponds to beam tilt in
TEM. In STEM, however, the relative shift of the BF detector is easily accomplished
by deflecting the whole diffraction pattern with the use of scanning coils. Unlike beam
tilt in TEM, the movement of scanning coils does not disturb the optical alignment of
STEM microscopes. Thus, the contrast of specific features of a sample can be conveni-
ently enhanced or reduced by shifting the position of the STEM detector without the

Figure 4-8. Atomic resolution BF STEM image of oxide nanoparticles supported on an amorphous car-
bon film.
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complication of disturbing the microscope alignment. This method is useful for imag-
ing highly inhomogeneous samples, especially for identifying small particles and for
imaging interphase interfaces with enhanced chemical sensitivity.

There are some advantages of using BF STEM over TEM for examining thick spe-
cimens. Since inelastic scattering produces a spread of energies of the transmitted
electrons, the chromatic aberration of the objective lens degrades the image res-
olution in TEM. In STEM, on the other hand, because the objective lens comes before
the specimen, such energy spread does not affect the image resolution. Traditionally,
the use of an electron energy-loss spectrometer gives more flexibility in STEM imag-
ing. For example, STEM images can be formed with only elastically scattered elec-
trons, or with plasmon-loss electrons, or any other energy-loss electrons. With the
increasing use of energy filters in modern TEM instruments [9], however, the distinc-
tion between energy-filtered TEM and STEM imaging is rapidly abating.

4.3.4 Large-angle bright-field imaging

The phase contrast of STEM images rapidly decreases with the increase of the
detector collection angle. Due to the principle of reciprocity, the increase of the col-
lection angle in STEM is equivalent to the increase in the illumination convergent
angle in TEM. The use of large convergent angle of illumination in TEM pushes the
first crossover of the contrast transfer function (CTF) to higher values and causes a
rapid damping of high frequency oscillations in the CTF obtained with parallel-beam
illumination [10]. Thus, interpretable image resolution can be improved at the
expense of image contrast.

For a STEM detector large enough to coincide with the disc of directly transmitted
electrons, i.e. D(K) = A(K), imaging theory suggests that, with a phase object approx-
imation, the image intensity can be approximated by [4, 11]:

Igr(X) = 1-2[1—cos(a (X)) [*|1(X)? (4-9)
In a weak phase object approximation cos(a¢(X)) ~ 1-%2(c¢(X))?, thus:
Ipr(X) = 1-(o¢(X)**[1(X)]? (4-10)

This is a form of incoherent imaging: the phase contrast is washed out and the image
resolution is determined by the probe current distribution inside the sample.

By changing the strength of the post-specimen lenses, the collection angle of the
STEM detector can be easily varied. If we collect all the directly transmitted electrons,
plus a large portion of the scattered electrons, a large-angle BF (LABF) image of the
sample can be obtained. The dominant phase contrast visible in BF STEM images
(Fig. 4-9a) is mostly suppressed in LABF images (Fig. 4-9b). The contrast of LABF
images is predominantly due to absorption effects, weak diffraction contrast, plus an
electron channeling effect.

For crystals with principal zone-axes aligned in the incident beam direction, the dif-
fraction and phase contrast are significantly reduced in LABF images; but the image
resolution is improved. Figure 4-10a shows a high-resolution BF STEM lattice image
of a GaAs crystal oriented in the [110] zone-axis. Figure 4-10b shows a corresponding
image obtained with a LABF detector (semi-collection angle of about 30 mrad). The
LABF image clearly shows a better image resolution and an enhanced image contrast.
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Figure 4-9. BF (a) and large-angle BF (b) STEM images of Pt nanoparticles supported on y-alumina
crystallites. The strong phase and diffraction contrast present in the BF image is suppressed in the large-
angle BF image.

The contrast characteristics of LABF lattice images include less dependence on the
beam defocus and sample thickness, but strong dependence on the channeling condi-
tion of the crystal. These are similar to the characteristics of annular dark-field (ADF)
images (see detailed discussions in section 4.3.5).

To understand the characteristics of LABF images, we rewrite the Eq. (4-8) as:

JIDp apr(K) + DADF(K)HT(KvXNZdK =1 apr(X) + I1pr(X) =1 (4-11)

ILABF(X) =1- IADF(X) (4'12)

Thus, the contrast of LABF images is complementary to the contrast of ADF images
obtained with an inner collection angle as large as that of the LABF detector. LABF
images can be interpreted in the same way as low-angle ADF images: improvement in
image resolution and increased atomic-number sensitivity.
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Figure 4-10. Atomic resolution BF (a) and large-angle BF (b) STEM images of the same area of a
GaAss crystal oriented along the [110] zone axis. The large-angle BF STEM image clearly shows a better
resolution and a higher contrast.

4.3.5 Annular dark-field and high-angle annular dark-field imaging

By collecting electrons scattered outside the central beam in the diffraction pattern,
a high-resolution ADF image of the sample can be obtained. In fact, atomic resolution
imaging was first achieved in STEM by using an ADF detector to collect electrons
scattered from heavy atoms supported on ultra-thin, light-element substrate [12-14].
The high efficiency of the ADF signal made it possible to image individual atoms of
heavy-elements, and to study the motion and diffusion of atom clusters [15]. Atomic
rows in small crystallites and different layers of atoms were also observed in ADF
STEM images, and for very small clusters, quantized levels of integrated intensity of
atoms were observed [16-17].

However, the ADF imaging mode has its drawbacks. Because of the low collection
angle of the ADF detector, strong dynamical diffraction effects may obscure the com-
positional sensitivity in ADF images of polycrystalline materials or of small metal par-
ticles that are supported on polycrystalline substrates.
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The contrast of ADF images critically depends on the inner and outer collection
angles of the ADF detector. The diffraction effects in ADF images of crystalline
materials can be greatly suppressed by increasing the inner collection angle of the
ADF detector beyond the Bragg reflections so that only high-angle scattered elec-
trons contribute to the collected signal [18]. This new imaging mode is called HAADF
or Z-contrast imaging. In HAADF images, the diffraction and phase contrast is signif-
icantly suppressed and the compositional sensitivity is recovered.

The development of HAADF imaging technique has proved very successful for
characterizing small particles and supported metal catalysts with sub-nanometer or
atomic resolution and high compositional sensitivity [19-24]. Small metal particles
supported on polycrystalline materials cannot be reliably detected in BF or low-angle
ADF images because of the strong diffraction and phase effects (Fig. 4-11a), but these
nanoparticles can be easily recognized in HAADF images (Fig. 4-11b).

Figure 4-11. BF (a) and HAADF (b) STEM images of Pt nanoparticles supported on y-alumina crystal-
lites. The phase and diffraction contrast of the y-alumina crystallites is significantly reduced and the Pt
particles are clearly revealed in the HAADF image.
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By using post-specimen lenses, we can conveniently switch from low-angle ADF to
HAADF imaging mode to study the contrast variations in ADF images. With the
increase of the inner collection angle, the phase and diffraction contrast slowly
decreases, the atomic-number contrast becomes dominant; but the signal-to-noise
ratio of the ADF images decreases. The inner collection angle (o) for low-angle ADF
images is usually greater than 10 mrad and the outer collection angle (a5) is generally
set at about 50 mrad (Fig. 4-12). For HAADF imaging, however, the appropriate inner
collection angle of the ADF detector depends on the nature of the sample and the
orientation of crystalline materials. For imaging polycrystalline materials or small par-
ticles, the inner collection angle (f) is usually greater than 100 mrad and the outer
collection angle () can be as high as a few hundred mrad. For imaging zone-axis
crystals, however, fi; is usually set at an angle smaller than the first-order Laue pattern
to reduce contributions of high order Bragg scattering, and f3; is about 50-60 mrad.

The resolution attainable in HAADF images is better than the resolution obtain-
able in BF STEM or TEM images using the same lenses [4, 15, 25-27]. Observation of
high-resolution details of crystalline specimens on a scale < 0.2 nm can be achieved by
using 100 keV electrons [28-32], and a resolution of less than 0.13 nm has been
achieved by using 300 keV electrons [33, 34]. Because of the high atomic-number sen-
sitivity and high spatial resolution, the HAADF technique is undoubtedly one of the
most useful imaging techniques for studying nanoparticles, supported catalysts, and
interfaces in semiconductors, ceramics, and superconducting materials.

The strength of the high-angle scattering, which gives the HAADF imaging signal,
depends on several parameters including: 1) large-angle elastically scattered electrons,
2) phonon scattered electrons, and 3) inelastically scattered electrons. Various simula-
tions using dynamical diffraction theory have been performed to understand the na-
ture of HAADF imaging signal [35-43].
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Figure 4-12. Schematic diagram illustrates the geometric arrangement of BF, ADF, and HAADF detec-
tors. The parameter 0 represents the collection (semi-) angle of the BF detector; oy and o, are the inner
and outer collection (semi-) angle of the ADF detector, respectively; ff; and f5, are the inner and outer
collection (semi-) angle of the HAADF detector, respectively.
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The imaging theory of HAADF microscopy follows that of incoherent imaging: the
high-angle scattered electrons can be treated incoherently. The lateral coherence of
the scattered electrons is almost completely suppressed because of detector geometry
(averaging effect) and thermal diffuse (phonon) scattering of high-energy electrons.
The columnar coherence of the scattered electrons is significantly reduced because of
phonon scattering although a small residue of the coherence still exists along the inci-
dent beam direction [42, 43]. The contrast characteristics of incoherent HAADF
imaging include: 1) high atomic-number sensitivity, 2) less dependence on beam defo-
cus and sample thickness, and 3) absence of proximity effects at interfaces.

For zone-axis crystals, high-energy electrons may preferentially travel along paths
of low-energy potentials in the sample. This phenomenon is called the electron chan-
neling in crystalline materials [44]. The propagation of a coherent-convergent electron
probe inside a perfect crystal in the zone-axis channeling condition has been widely
investigated [36, 44-49]. Remarkable electron focusing effects can occur under chan-
neling conditions. The penetration of the incident electrons is different for probes
focused onto atomic columns of different species. The channeling effect of a conver-
gent probe is important in interpreting high-resolution HA ADF images of crystals ori-
ented in principal zone-axes [36]. Thermal diffusing scattering, plus the channeling
effect, forms the basis of atomic resolution HAADF imaging of crystalline materials.
The channeling effect, however, may not significantly affect the contrast of small par-
ticles since small particles are usually randomly oriented.

In the incoherent imaging limit, the image contrast becomes a pure “number con-
trast”: the total number of high-angle scattered electrons determines the image inten-
sity at that pixel. Thus, HAADF images can be viewed as the convolution of the inten-
sity distribution of the incident probe with appropriate cross-sections for high-angle
scattering processes. Since high-angle scattering processes are highly localized, the
resolution of HAADF images is necessarily determined by the size of the incident
electron probe.

With coherent, convergent beam illumination, the intensity distribution of the inci-
dent probe, Iy(x), rather than the vaguely defined probe size, is usually used to
describe the performance of a STEM instrument. The form of Iy(x) strongly depends
on the size of the objective aperture, the spherical aberration coefficient of the objec-
tive lens, the beam defocus, the energy of the incident electrons, and the instability of
the microscope. The “optimum” probe sizes in a STEM instrument depend on the se-
lected imaging and analytical modes [11, 50]. With the use of small objective aper-
tures, usually used for nanodiffraction and nanoanalysis, the intensity distribution of
the electron probe does not vary appreciably with the change of beam defocus. On
the other hand, with the use of large objective apertures, such as those used in high-
resolution STEM imaging, the intensity distribution within the electron probe
becomes increasingly sensitive to the change of beam defocus. Figure 4-13 shows cal-
culated intensity distributions of a small electron nanoprobe at different defoci. The
central peak of the nanoprobe narrows with increasing under-focus, but the side lobes
also become significant.

For high-resolution imaging of zone-axis crystals, it is desirable to use a large objec-
tive aperture and to work at an under-focus value slightly larger than the Scherzer
focus to improve image resolution without introducing complications in image inter-
pretation [32]. For imaging small particles, however, an analytical probe (top-hat
shape) may give shaper images.
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Figure 4-13. Calculated intensity distributions of an electron nanoprobe at different values of defocus:
Cs = 0.8 mm; E =100 keV; incident beam semi-angle of convergence o = 12 mrad.

HAADF images of nanoparticles can be intuitively interpreted as the convolution
of the intensity distribution of the probe with the scattering power of the particles
(Fig. 4-14a). For an infinitely small electron probe, the image intensity profile should
give information about the shape of nanoparticles with an atomic resolution. In prac-
tice, however, the finite probe complicates the interpretation of HAADF images.
Therefore, it is difficult to unambiguously determine the shape of nanoparticles in
HAADF images. When the under-focus value is too large, the intensity in the central
peak of the probe can be much less than that in the side lobes; thus an annular ring-
like probe may be formed. The corresponding HAADF images of small particles
should show annular rings with an intensity modulation weighted by the scattering
power of the particles (Fig. 4-14b).

The high atomic-number sensitivity, the incoherent imaging characteristics, and the
intuitive relationship to the object make HAADF imaging the most powerful STEM
technique for characterizing small particles, interfaces, and superstructures. For exam-
ple, supported nanoparticles with sizes < 1 nm are difficult to be identified in high-
resolution TEM (HRTEM) images. Image distortion also poses a severe problem for
correctly interpreting HRTEM images of small particles without extensive image sim-
ulations [51]. However, sub-nanometer sized particles and even single atoms can be
detected in HAADF images with high contrast [20-24].

The effective penetration depth of high-energy incident electrons increases with
their scattering angle. This general argument is true for both elastic and inelastic scat-
tering processes. Thus, it is an advantage to examine relatively thick samples by col-
lecting high-angle scattered electrons. Depending on the inner and outer collection
angle of the ADF detector, plural and multiple scattered electrons may significantly
contribute to the collected signal. Multiple scattering events redistribute the angular



Figure 4-14. In-focus (a) and under-focus (b) HAADF images of the same sample area of Pt nanopar-
ticles dispersed on a highly activated carbon support. The annular rings shown in image (b) represent
the shape of the under-focused electron nanoprobe. All the rings have a similar size, but their intensities
are weighted by the scattering power of the individual Pt particles.

distribution of the scattered electrons in the diffraction plane; they broaden the width
of the angular distribution of the scattered electrons so that the high-angle ADF sig-
nal is enhanced for thick specimens.

For imaging thick samples consisting of metal particles dispersed on a light-element
support, BF TEM or STEM images can not give much information about the sample
because of plural and multiple scattering of incident electrons (Fig. 4-15a). ADF
images, however, can still give useful information about the size and spatial distri-
bution of nanoparticles [52]. At low collection angle, high atomic-number particles
show white contrast in thin regions of the sample; but these particles show dark con-
trast in thick regions of the sample because of the plural and multiple scattering
effects (Fig. 4-15b). With the increase of the inner and outer collection angle, the con-
trast of particles in thick regions diminishes first (Fig. 4-15c), and then changes to
bright (Fig. 4-15d). This technique can be effectively utilized for correlating the feat-
ures observed in the thinner regions of a specimen to those in thicker regions.
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Figure 4-15. A set of STEM images of metal particles supported on zeolite crystals illustrates the varia-
tions of image contrast of nanoparticles with the change of the scattering angle. The BF image (a) shows
a few metal particles near the edge of the large zeolite particle. The low-angle ADF image (b) shows
some metal particles near the edge of the support with a slightly bright contrast and metal particles
inside the support with a dark contrast. The ADF image (c) obtained with an intermediate inner collec-
tion angle does not show much contrast of the metal particles at all. The HAADF image (d) shows all
metal particles with a bright image contrast.

4.3.6 Thin annular detector and other configured detectors

The central beam of the diffraction pattern can be expanded, by use of post-speci-
men lenses, to overlap the inner edge of the ADF detector. A thin ring at the outer
edge of the directly transmitted beam, plus a small portion of the scattered beams, can
be collected to form an image of the specimen. A specially designed thin annular
detector (TAD) with only about 10% difference between the inner and outer collec-
tion angle can also be used to obtain TAD images. The TAD can be used to form
bright-field (TADBF) or dark-field (TADDF) images [53-54]. By applying the princi-
pal of reciprocity, this imaging mode is equivalent to hollow-cone illumination in
TEM. Detailed treatment of the imaging process suggested that the resolution of
TADBF images can be improved [53-54].

The TAD imaging modes take advantage of selecting the range of frequencies that
give higher image resolution and excluding the lower frequencies that contribute to
background signal. The TAD may also be used to collect signals of small-angle scatter-
ing to produce images of amorphous materials or light-element particles. For example,
carbon nanoparticles supported on amorphous silica can be detected with good con-
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trast [55]. The combination of TAD with HAADF imaging technique can be very
effective in examining both heavy-element and light-element nanoparticles with
atomic resolution.

Other specially configured detectors can be constructed to increase image res-
olution, to enhance image contrast, or to extract unique information about certain
features of the sample [56, 57]. For example, circular detectors splitting into halves or
quadrants have been used to study magnetic field and magnetic domain structures of
thin films and small particles [58, 59]. Complicated multiple detectors have also been
proposed for special purposes.

4.3.7 Size measurement and distribution of nanoparticles

It is often a challenge to accurately determine the exact sizes of particles with diam-
eters < 1 nm, highly dispersed on supporting materials. Because of the strong phase
and diffraction contrast of the supports, it is even difficult to recognize particles of
sub-nanometer sizes in HRTEM images. However, the knowledge of this class of
nanoparticles is important for understanding nanoparticle systems. For example, the
catalytic properties of supported metal catalysts are directly related to the size and
spatial distribution of the metal particles.

Although nanoparticles can be observed in high-resolution HAADF images, parti-
cles with sizes comparable to the size of the incident probe cannot be reliably mea-
sured. Because of the convolution of the probe with the real dimensions of the parti-
cles, particles with sizes smaller than the size of the electron probe may give similar
sizes in HAADF images.

Because of the incoherent nature of HAADF imaging, the signal strength of high-
angle scattered electrons from an isolated small particle is proportional to the total
number of atoms in that particle. In principle, the integrated intensity of a particle in a
HAADF image is independent of the probe size, the defocus value, and the substrate
thickness. It only depends on the type of atoms, the total number of atoms in the par-
ticle, and the total current of the incident probe. In practice, however, the presence of
noise in HAADF images affects the accurate measurement of the total integrated
image intensity of a particle.

Quantification of the intensity distribution of HAADF images of metal particles
can be accomplished by image processing techniques [20]. By measuring the inte-
grated intensity, /1, associated with the Ny pixels of a particle and I, associated with an
expanded area of NV, pixels, the net integrated intensity /., due to only the particle is
given by:

I N,-I,N,

Itotal = W

(4-13)

In the incoherent imaging limit, the total integrated image intensity of a particle in a
HAADF image is proportional to the probe current and the total scattering power of
the particle. The signal strength of high-angle scattered electrons is linearly dependent
on the number of atoms of each type within the probed volume, weighted by their scat-
tering cross-sections. Assuming the radius of a spherical particle is R, then we can write
I'® = aR + f. The parameter « is proportional to (¢/Q) '*; f is a parameter related to
the microscope and the noise level introduced in the image acquisition and analysis
processes; o is the atomic scattering cross-section; and Q is the atomic volume [20].
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In the absence of image noise, the total scattering strength of a particle should be
independent of the size of the integration area and is not sensitive to lens aberrations
or beam defocus. This unique property makes the intensity integration method a
much more powerful technique than the conventional sizing methods that rely on di-
ameter or area measurements. Diameters measured in HRTEM images can change in
a complicated way with defocus and substrate thickness, especially for particles with a
sub-nanometer size [51]. In practice, however, particle visibility in HAADF images
change with beam focus. Low signal-to-noise ratio is another limiting factor for mea-
suring small particles. The intensity measurement technique is sensitive to noise,
either intrinsic to the specimen or generated from the image-acquisition system [20].

With clean metal particles supported on thin carbon films, the measurement of the
total integrated intensity of individual metal particles can be easily performed through
a simple intensity-threshold process. Figure 4-16 shows an intensity'”*-radius plot from
the HA ADF signal of silver nanoparticles. The plot lies on a straight line with a slope of
o which is related to the intensity increment per atom and the particle morphology. The
number of atoms per cluster can be estimated from the intensity'*-radius plots [20].

Because of the extremely complex structures of supports and nanoparticles in prac-
tical systems, it is a formidable task to obtain the true integrated intensity of a nano-
particle. Higher beam current densities and smaller probe sizes are preferred to
increase the signal-to-noise ratio of particles with sub-nanometer sizes. Sample move-
ment, decomposition, and damage due to intense electron beam irradiation, will all
affect the accuracy of the intensity measurement. Sample contamination may also ren-
der complications in determining the true signal strength of individual nanoparticles.
Sophisticated image analyses are usually needed to subtract uneven background sig-
nals before performing particle size and intensity measurement (Fig. 4-17).
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Figure 4-17. HAADF image (a) of Pt nanoparticles dispersed on highly activated carbon support shows
small Pt particles with a bright contrast, and intensity variations of the carbon support. The back-
ground-subtracted image (b) shows a much “cleaner” image for size and intensity measurement of indi-
vidual Pt nanoparticles.

In principle, the intensity-size plot could be used to give accurate size distributions
of particles, to distinguish between raft-like and spherical particles, and to give infor-
mation about alloys of different compositions. Although this technique has been used
to assess compositional variations in bimetallic nanoparticles, the interpretation of
intensity-size plots is much more complicated [60].

4.4 Coherent electron nanodiffraction
When an electron nanoprobe is stopped at any point of interest on a sample, a con-

vergent beam electron-diffraction (CBED) pattern is formed on the detection plane
of a STEM instrument. The size of the diffraction discs is determined by the conver-
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gent angle of the incident electron probe. With a two-dimensional detector such as a
phosphor screen or a CCD system, the diffraction patterns can be observed, recorded,
and analyzed in the same away as CBED patterns obtained in TEM instruments [53,
61-62].

The use of a field-emission gun in STEM, however, introduces important new feat-
ures in STEM CBED patterns [61]. First, the sizes of the electron probes are usually 1
nm or less in diameter, much smaller than those used in TEM. Thus, the diffraction
patterns obtained in STEM are usually called micro- or nano-diffraction patterns. Sec-
ondly, the use of a field-emission gun warrants the coherent nature of a convergent
nanoprobe: the illuminating aperture is filled with completely coherent radiation, and
the final probe entering the specimen can be treated as perfectly coherent. In contrast,
the illuminating aperture in conventional TEM is considered incoherently filled and
the illumination is treated as completely incoherent.

Coherent electron nanodiffraction (CEND) is the only technique that gives full dif-
fraction information about individual nanoparticles. Figure 4-18 shows a schematic
diagram illustrating a coherent, convergent electron probe with a size smaller than the
size of a multi-faceted nanoparticle. Diffraction patterns from the various parts of the
nanoparticle can be obtained to give information about the structure as well as the
morphology of the nanoparticle.

Although CEND patterns obtained in a STEM instrument are necessarily CBED
patterns, different operating modes of STEM require different incident beam conver-
gent angles. The spatial distribution of the electron probe depends on the convergent
angle of the incident beam. For example, high-resolution lattice imaging requires the
smallest electron probe and overlapping diffraction discs; thus, a large convergent
angle of the incident probe is used to satisfy these conditions. On the other hand, it is
necessary to use a small convergent angle to obtain sharp diffraction spots from small
particles or localized crystal defects. If we denote the convergent semi-angle of the
incident probe as o and the Bragg angle of a crystal as 0 (Fig. 4-19), then three dis-
tinctive types of CEND patterns need to be discussed: 1) o < 0g; 2) o > 0p; and 3) o >>
0p. In the following, we will discuss each type of the diffraction pattern in detail.

Intensity Distribution
of Incident Probe

Figure 4-18. Schematic diagram illustrates a
coherent, convergent electron probe with a size
smaller than the size of a multifaceted nanopar-

ticle. Nanodiffraction patterns from the various
A facets of the nanoparticle can be obtained to
give information about the structure as well as

Nanoparticle the morphology of the nanoparticle.
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Figure 4-19. Schematic diagram illustrates coherent

i . electron nanodiffraction from crystalline materials: o

Transmitted Diffracted e convergent semi-angle of the incident beam; 0g
Beam Beam is the Bragg angle of a diffracting plane.

4.4.1 Coherent electron nanodiffraction with a < 0p

4.4.1.1 Perfect crystals

For an ideally perfect, thin crystal (no thickness variation, no defects, no bending),
there are no differences in the diffraction patterns obtained with a coherent or an
incoherent electron beam if the diffraction discs do not overlap (x < 0p in Fig. 4-19).
This is a consequence of the Bragg law: for each incident direction of the electron
beam only scattering through mutiples of the Bragg angle is allowed. Thus, electrons
with different incident beam directions cannot interfere with each other although the
incident electron probe is completely coherent. If the crystal is thicker, the intensity
distribution within the diffraction discs may become non-uniform, with sets of lines,
bands, or more complicated shapes [62]. This is mostly due to dynamical diffraction
effects giving a variation of the incident and diffracted beam intensities as a function
of the angle of incident beam. If we ignore the fine-details present in CBED patterns,
CEND patterns can be treated the same way as those generated by an incoherent
electron beam with a nanometer-size probe. CEND patterns from perfect crystals can
be interpreted the same way as CBED patterns obtained in conventional TEM [62].
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4.4.1.2 Imperfect crystals

For crystals containing defects (crystal edges and bending, stacking faults and dislo-
cations, thickness variations, and other defects), elastic diffuse scattering from these
defects can coherently interfere with each other or with Bragg diffracted electrons.
Different patterns, characteristic of the nature of the defects, can be observed. For
thicker or strongly scattering samples, any discontinuity in the sample can have some
observable effect on the CEND patterns.

For example, when a nanoprobe approaches a straight edge of a MgO cube aligned
along the [001] zone-aixs, first the central transmitted disc shows strong streaking
towards the crystal; then diffraction spots appear at non-Bragg positions (Fig. 4-20).
Fine structures in these CEND patterns change rapidly with the movement of the
probe position. The streaking of the central transmitted spot is attributable to the
influence of the crystal inner potential. The interference among waves arriving from
different incident beam directions gives rise to perturbations of the Bragg diffraction
spots. When part of the incident probe is positioned inside the MgO crystal, electrons
with different incident directions interact with different parts of the crystal. The scat-
tered electrons interfere with each other to give a characteristic diffraction pattern
related to the position of the electron probe. Dynamical diffraction simulations show
that the intensity distributions in CEND patterns are sensitive to the surface or the
defect structures of the sample [63]. A surface channeling effect may also be responsi-
ble for the fine features observed in CEND patterns from straight edges of small crys-
tals [63].

When the incident probe is positioned near the edge of a crystal, CEND discs may
show annular rings or splitting of diffracted spots [64]. Internal discontinuities, such as
fault planes, out-of-phase boundaries, and thin layer precipitates, may give character-

C

Figure 4-20. Nanodiffraction patterns obtained with an electron nanoprobe (~ 0.8 nm in diameter)
moving toward a large MgO cube oriented along the [001] zone axis. The electron nanoprobe was right
outside (a) and inside (d) the MgO cube. The black spot represents the center of the directly transmitted
electron beam.
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istic structures in their corresponding CEND patterns. For example, CEND patterns
from antiphase domain boundaries in ordered alloys show spot splitting of superlattice
reflections [65].

One of the important applications of CEND is the structural study of metal parti-
cles in supported catalysts [21, 66-69]. Other applications of CEND include study of
empty and filled carbon nano-tubes [70], precipitates in metals and alloys [71], phase
separation in magnetic materials [72], and local ordering in thin films.

4.4.1.3 Small particles

Small particles have peculiar chemical and physical properties compared to their
corresponding bulk materials. Metallic nanoparticles are especially important in het-
erogeneous catalysis; they are primarily the active components of supported metal
catalysts. A precise knowledge of the size, structure, and composition of metal parti-
cles is of primary importance in understanding the synthesis-structure-activity rela-
tionships and is essential for a qualitative and quantitative understanding of the per-
formance of supported metal catalysts.

One of the successful applications of STEM techniques is the ability to analyze the
structure and composition of individual nanoparticles. Figure 4-21, for instance, shows
a set of CEND patterns, obtained with an electron beam of approximately 1 nm in
diameter, of a bimetallic catalyst containing noble metals supported on zeolite crystals
which are connected by alumina binders. These CEND patterns provide information
about the crystallographic structure of the bimetallic particles and supports, and infor-
mation about the structural relationship between the metal particles and their sup-
ports or binder materials.

It is, however, impossible to make accurate measurements of lattice parameters in
CEND patterns because of the large sizes of the diffraction spots. An error of 5% or
higher is common in determining lattice constants of small particles, and much larger
errors can frequently occur because of coherent interference effects.

It is important to correlate the characteristic features of CEND patterns to particle
properties, such as the structure of the particle, the nature of defects within the parti-
cle, and the shape and size of the particle. A frequently observed characteristic feature
is the splitting of diffraction spots along certain crystallographic directions (Fig. 4-21).
The spot splitting in non-overlapping CEND patterns is attributable to the coherent
nature of electrons diffracting from an abrupt discontinuity of the scattering potential
at particle edges [64]. It is also observed that the spot splitting is related to the geo-
metric forms of the diffracting particles; some splitting occurs in a well-defined crys-
tallographic direction. Depending on the probe position relative to the center of a par-
ticle, annular rings may be observed in CEND patterns of small particles [64].

Dynamical simulations reveal that for a particle which has facets smaller than the
size of the incident probe, the incident electrons may interact with several facets of
the small particle [73]. The thickness of the particle may vary rapidly even within a
region of only about 1 nm in diameter. The electron probe effectively interacts with
the “particle morphology” under illumination. The intensity variations of the splitting
spots are related to the probe positions with respect to the particle facets and are
related to the length of the facets along the incident beam direction.

The direction of spot streaking or splitting is directly related to specific edges or
facets of a small particle [73]. Furthermore, the intensity profiles across the splitting
spots vary with the types of particle wedges. In principle, it is possible to deduce the 3-
dimensional structure of nanoparticles by quantitatively analyzing the intensity distri-
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Figure 4-21. HAADF image of bimetallic particles supported on zeolite crystallites connected by alu-
mina binders and electron nanodiffraction patterns obtained from the six nanoparticles labeled in the
HAADF image. Some of the diffraction spots are clearly split along certain crystallographic orientations
(spot splitting in the diffraction patterns # 3 and # 4).

butions of their CEND patterns. Before this technique can be effectively and reliably
utilized to extract the sample information coded in CEND patterns of small particles,
many experimental difficulties, such as particle stability, contamination, and accurate
control of beam defocus, have to be overcome.

When metal atoms aggregate from the vapor phase or in a liquid, they usually form
a crystal, having shapes of regular pentagonal bi-prisms or icosahedra (see Chapter 3
for details). Their internal structure is a complex arrangement of five or twenty
twinned components. Large metal particles with shapes of cuboctahedron, decahe-
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Figure 4-22. Experimental (a) and simulated (b) coherent electron nanodiffraction patterns of a silver
nanoparticle with an icosahedral shape. The incident beam was along the five-fold symmetry axis of the
icosahedral particle.

dron, icosahedron, and other multiple-twinned structures have been observed [74-76].
For particles with sizes smaller than 2 nm in diameter, however, it is difficult to unam-
biguously determine their shape by imaging techniques.

CEND technique can provide information about the shape of clean, metallic nano-
particles. For example, a large portion of clean silver nanoparticles with a size smaller
than 3 nm in diameter was observed to give unique CEND patterns exhibiting almost
five-fold symmetry. These clean silver nanoparticles were formed by in situ deposition
in a UHV STEM instrument (MIDAS). Figure 4-22a shows such a CEND pattern and
Fig. 4-22b shows a simulated CEND pattern of a small icosahedron with the incident
beam direction along the five-fold symmetry axis of the icosahedron. The simulated
CEND pattern closely matches the experimental one. These small particles are not
stable under intense electron beam irradiation. They rapidly change their orientation
and crystal structure [77]. Detailed analyses of CEND patterns recorded on video-
tapes, however, can provide information about the shape of, as well as the defect
structure in, clean nanoparticles.

4.4.2 Coherent electron nanodiffraction with o > 0

When the incident electron convergent semi-angle o is larger than the Bragg angle,
0, of the diffracting planes, interference effects occur in regions of overlapping discs
(see schematic diagrams of Fig. 4-7). In these overlapping regions, the amplitudes of
waves from different incident beam directions are added. The phase differences among
these waves depend on the values of the transfer function of the probe-forming lens
and the relative phases of the specific reflections of the crystal [8]. The phase differ-
ences vary with the incident beam position relative to the origin of the unit cell of the
crystal. The intensity distribution in overlapping regions becomes sensitive to the probe
position and the microscope parameters, such as beam defocus, spherical aberration
coefficient of the objective lens, and stability of the microscope. Lattice images can be
obtained by placing a STEM detector in the overlapping regions (see Section 4.3.3).

It is possible to determine the detailed atomic arrangement at the core of a defect
by coherent overlapping CBED technique [78, 79]. These CBED patterns can also be
used to determine the local symmetry of a crystal [80]. In principle, analysis of the
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intensity distributions in all overlapping regions of the diffraction pattern should pro-
vide information about the relative phases of all diffracted beams, the basis for unam-
biguous structure analysis of crystals.

A new technique for determining atomic positions using a series of coherent
CBED patterns from overlapping regions has been developed; auto-correlation func-
tions are computed for each probe position, giving atomic coordinates with an accu-
racy of 0.02 nm [5]. However, the most frequent use of these overlapping diffraction
patterns is for the final stages of lens alignment and a stigmatism correction of the
objective lens for high-resolution STEM imaging [81].

When the convergent angle of the incident beam is made even larger, the diffrac-
tion discs overlap at any point of the CEND pattern so that individual discs are no
longer visible. The coherent incident beam may have a central peak smaller than the
projection of the unit cell of a crystal. The CEND pattern depends on the symmetry
and the structure of only that small portion of the projected potential. The intensity
distribution of the whole diffraction pattern changes as the beam is moved across the
unit cell of the crystal. The changes of intensity and symmetry in CEND patterns can
also be observed when an incident beam is scanned across localized defect [79]. By
comparing the intensity variations of CEND patterns across crystal defects to those
simulated by using many-beam dynamical theory, it is possible to deduce the nature of
localized defects in crystalline materials [78, 79].

Recent experiments performed in FE-TEM instruments have demonstrated distor-
tion-free interference fringes in coherent CBED patterns with a lattice spacing < 0.13
nm [82]. The phases of crystal structure factors can be determined from the relative
positions of the interference fringes [83]. This coherent interference technique has
been applied to the investigation of glide planes, stacking faults, and other defects in
crystalline materials [82, 84].

4.4.3 Coherent electron nanodiffraction with o >> 0

When the convergent semi-angle of the incident beam is much larger than the
Bragg angle of the crystal, the diffraction discs are no longer identifiable, and a point
projection image of the specimen is formed on the diffraction plane. In practice, this
condition corresponds to using a very large objective aperture or no objective aper-
ture at all. In the absence of spherical aberration, this projection image would be a
direct representation of the object transmission function with a resolution determined
by the effective probe size. The magnification of projection images is inversely propor-
tional to the beam defocus [61]. The effect of the spherical aberration of the objective
lens is to introduce distortions in projection images [81, 85]. These distortions become
severe when the in-focus position is approached [85].

For a thin crystal, a special type of projection image, called electron Ronchigram,
can be observed in the diffraction plane (Fig. 4-23) [81, 85]. These patterns are called
electron Ronchigrams because the geometry used to obtain them is identical to that
used in testing optical lenses and mirrors [86]. Electron Ronchigrams can be conveni-
ently used to measure the spherical aberration coefficient and the defocus value of
the objective lens [85]. At large defocus values, projection images are similar to low
magnification TEM images.



Figure 4-23. A through-focus series of electron Ronchigrams from under-focus (a) to over-focus (d),
obtained from a thin GaAs crystal.

A projection image formed by a point source distance Z from an object produces
an identical image to that produced by a plane-wave illumination on a plane at a dis-
tance Z beyond the object. When a thin crystal is oriented along a principle-zone axis,
a slightly defocused projection image can give two-dimensional lattice fringes repre-
sentative of the projected crystal structure.

With the correction of lens aberrations, increased stability of the microscope pa-
rameters, and smaller incident probe sizes, we should be able to study the local struc-
ture of crystals in projection images without using any lenses or scanning systems.

Point projection images formed in STEM are exactly the in-line electron holograms
proposed by Gabor: in-line holograms could be recorded and used to reconstruct the
object wave [87-88]. Gabor suggested that if the reconstruction could be done with an
optical system with appropriate aberrations, the effect of the aberrations on the origi-
nal electron optical images could be corrected and the resolution of the electron mi-
croscope could be enhanced. Initial attempt to reconstruct the object function using
digitally recorded holograms in a computer has shown limited success [89].

For greatly defocused projection images, an off-line electron holography technique
can be effectively utilized to extract quantitative information about the magnetization
in small magnetic particles with a nanometer resolution [90-91].

4.5 Imaging with secondary electrons

High-energy electrons impinging on a solid sample experience elastic scattering by
atomic nuclei and inelastic scattering by sample electrons. Inelastic scattering results
in the transferring of energy from the high-energy electrons to the sample electrons.
Thus, specimen-specific electrons can be excited to high-energy states. Some of the
excited electrons travelling to the sample surface can be emitted out of the sample as
secondary or Auger electrons. By collecting these low-energy electrons, high-res-
olution surface images can be obtained to give morphological information about the
sample (Fig. 4-4). In the following, we will discuss the emission and collection of sec-
ondary electrons, the resolution and contrast of SE images, and the application of the
SE imaging technique to the characterization of nanoparticles.
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4.5.1 Emission of secondary electrons

Electron-induced SE emission is a complicated process and is not well understood.
Nevertheless, the emission of secondary electrons from a solid sample can be describ-
ed as a three-step process: generation, transportation, and emission.

The generation of internal secondary electrons is directly related to the electron
energy-loss processes of high-energy incident electrons that undergo a series of inelas-
tic scattering events with an average energy loss of about 20 eV per event. The main
energy-loss peaks are usually associated with the generation of plasmons, the direct
excitation of outer-shell electrons, and the excitation of core electrons [92]. Secondary
electrons can be generated via plasmon-decay or electron-electron scattering pro-
cesses. The relative contribution of each generation process to the total number of
internal secondary electrons depends on the properties of the material under study as
well as the energy of the primary incident electrons. The number of secondary elec-
trons generated inside a solid is often regarded as proportional to the stopping power
(total energy loss per unit path length) of the incident electrons [93-94]. The relative
importance of plasmon-decay processes in the SE production has also been empha-
sized for conducting materials [95-96].

The internal secondary electrons thus generated interact with different components
of the sample such as electrons, phonons, etc. During their diffusion through the solid,
the internal secondary electrons can be scattered both elastically and inelastically.
FElastic scattering modifies their angular distribution while inelastic scattering changes
their energy distribution. The scattering processes of secondary electrons can be best
described by a multiple scattering or diffusion theory of low-energy electrons in solids
[96-99]. This diffusion process of internal secondary electrons is also called the cas-
cade process of SE transportation.

Only a small fraction of the internal secondary electrons may reach the sample sur-
face because of elastic and inelastic scattering processes. Those secondary electrons
that can surmount the energy barrier (work function) at the sample surface can be
emitted out of the sample to become detectable secondary electrons. The final emis-
sion process is sensitive to the surface properties of the sample such as work function,
surface adsorbates, thin layer deposition, sample contamination, surface charging, etc.

The current density of emitted secondary electrons depends on the initial inelastic
scattering events, the decay processes of the initial excitations, the transport of low-
energy electrons through the sample, and the work function and modifications of the
sample surface.

4.5.2 Detection of secondary electrons

In a STEM instrument, a specimen is usually placed inside the pole pieces of a
highly excited objective lens. The emitted secondary electrons first experience a
strong magnetic field before being collected by an SE detector. Due to the effect of
the magnetic field, an emitted SE spirals in a cyclotron orbit with a radius R that
depends on the energy and the emission angle of the SE, and the strength of the mag-
netic field. When secondary electrons travel up or down the optic axis of the micro-
scope, their emission angles are compressed. After spiraling out of the bores of the
objective lens, secondary electrons are collected by an SE detector through a trans-
verse electric field. Because of the effect of the magnetic field on the trajectory of the
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emitted secondary electrons, the collection efficiency of secondary electrons in a
STEM instrument is much higher than that in a conventional scanning electron micro-
scope.

The collection efficiency of low-energy electrons can be further enhanced by the
use of electron “parallelizers” located inside the bores of the objective lens [100-101].
The “parallelizers” provide a magnetic field that is strong enough to keep low-energy
electrons moving in a small spiral trajectory and traveling out of the bores of the
objective lens. The detection efficiency of low-energy electrons in such systems can be
significantly increased [100].

The energy distribution of the collected secondary electrons can be analyzed by a
low-energy electron spectrometer. Secondary electron spectroscopy (SES) can be used
to investigate the energy distribution of secondary electrons from different materials;
to measure work function of solid samples; and to study the charging effects of non-
conducting materials [102-103]. Localized SES spectra also give information about the
nature of high-resolution SE imaging. High-resolution SES has been used to investi-
gate SE emission processes from metals, semiconductors, and insulators [52, 104-106].

Figure 4-24 shows a SES spectrum obtained from a small MgO cube. Since the
onset energy of the secondary electrons does not shift from the zero value, we can
conclude that there is no observable charge-up of this particular crystal although
MgO is an insulator. Furthermore, the SES spectrum shows that more than 90% of
the emitted secondary electrons have energies < 5 eV. Secondary electrons emitted
from clean, non-charging MgO crystals have a maximum intensity at 1.5 eV with full-
width-at-half-maximum (FWHM) of about 2 eV. Energy-selected SE imaging can be
performed by selecting certain portion(s) of an SES spectrum as an imaging signal to
enhance the contrast of specific features or to improve image resolution and surface
sensitivity.
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Figure 4-24. High-energy resolution secondary electron spectrum obtained from a small MgO cubic
crystal shows that more than 90% of the collected secondary electrons have energies less than 5 eV.
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4.5.3 Resolution and contrast of secondary electron images

There are two types of secondary electrons emitted at the surface of a sample. Sec-
ondary electrons that are directly generated by the incident beam are termed SE1 and
those that are generated by backscattered electrons are termed SE2. Signals of SE1
and SE2 cannot be distinguished from their energy or angular distributions. Depend-
ing on the incident beam energy and the type of samples under investigation, the total
signal strength of SE2 can be stronger than that of SE1.

The resolution of SE images depends on the rate at which the signal changes as the
probe is scanned across a sample. The contrast of SE images depends on the relative
intensity variations among different probe positions. Therefore, both the resolution
and the contrast of SE images depend on the local current density of the emitted sec-
ondary electrons. With very small probe sizes, the spatial distributions of SE1 and SE2
determine the image contrast and resolution.

In a STEM or a field-emission SEM instrument, the current density of SE1 is much
higher than that of SE2, although the total signal strength of SE2 could be stronger
than that of SE1 for thick or bulk samples. At high magnifications, the SE2 signal var-
ies much more slowly with the movement of the incident probe than that of SE1, thus
SE1 and SE2 signals can be spatially separated. For thin specimens, the contribution
of SE2 is usually negligible. The contrast and the resolution of SE images of thin spe-
cimens are entirely determined by the spatial distribution of SE1 signals.

Sub-nanometer surface details can be observed in high-resolution SE images [107-
111]. This implies that the generation processes of secondary electrons are localized
to within 1 nm or less. It was first pointed out and later experimentally proved that
the generation of secondary electrons is directly related to large-angle inelastic scat-
tering of the high-energy incident electrons [112-113]. There exist large momentum
transfer mechanisms during inelastic interaction processes such as Umklapp or pho-
non-assisted electron excitation processes. Inelastic scattering events involving these
processes are highly localized. The resolution obtainable in SE images is currently
limited by the incident probe size to about 0.5 nm.

The contrast in SE images is primarily due to topographic effect, although other
contrast mechanisms (material contrast, work function contrast, etc.) may play a role
in determining the contrast of SE images of specific samples [93, 112, 114]. Figure
4-25 shows an SE image of a MgO particle revealing surface steps, facets, and the var-

Figure 4-25. High-resolution second-
ary electron image of a large MgO
cube clearly shows flat {001} faces, ter-
raced {011} faces, and the faceted (111)
face. The {011} and {111} surfaces are
composed of {001} terraces or facets.
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ious faces of the incomplete MgO cube. Individual atomic steps can be observed in
high-resolution SE images with characteristic black and white contrast for up- and
down-steps, respectively [106]. For normal incidence of the electron beam, all steps
are shown bright but sharper and fainter. The observed contrast of SE images of sur-
face steps can be explained in terms of SE emission from the steps. The amount of
material that generates and emits secondary electrons is greater for down-steps than
for a flat surface and is less for up-steps [106].

4.5.4 Image contrast of small particles

When the radius of a small particle becomes comparable to, or even smaller than,
the escape depths of secondary electrons, most of the secondary electrons, generated
inside the particle, with energies higher than the surface barrier may escape. In con-
trast, because of the effect of total internal reflection of low-energy secondary elec-
trons, only about 10% of the total internal secondary electrons which have energies
higher than the surface barrier can escape from a flat surface. Because of this geo-
metric effect in SE emission, small particles are often observed with a bright contrast
in high-resolution SE images (Fig. 4-26) [109, 112].

The SE signal strength of a small particle increases with the size of the particle.
Furthermore, for metal particles with a radius much smaller than the average escape
depth of the collected secondary electrons, the SE image intensities of these particles
follow exactly those of HAADF images. Figure 4-27 shows SE and HAADF intensity
line-scans, acquired simultaneously, across small, clean silver nanoparticles. These
intensity line-scans clearly show that the SE signal is as localized as the HAADF sig-
nal within the resolution limit which is about 0.6 nm in these images. The SE intensity
profiles almost overlap those of HAADF signal. In fact, the total integrated SE inten-
s1ty gI se) from a small particle is proportional to the volume of that particle. If we plot

against the particle radius R, a straight line is obtained (see Fig. 4-16), similar to
that of the HAADF signal. Thus, the total integrated SE intensities of small particles
are proportional to the volume of the particles.

Figure 4-26. High-resolution secondary electron images of silver nanoparticles deposited onto clean
surfaces of (a) MgO and (b) o-alumina crystals. Small silver particles are clearly shown with a bright
particle contrast.
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The particle contrast in SE images can be parameterized by the ratio of the particle
radius (R) to the average escape-depth (L) of the collected secondary electrons (Fig.
4-28). If R/L < 1, the brightness of a particle increases with the size of the particle and
the image intensity has a maximum at the center of the particle. If R/L > 1, the parti-
cle intensity slowly increases with the size of the particle and the highest image inten-
sity is approximately at a distance d = (R — L) from the center of the particle. For very
large particles, the particle contrast evolves into the edge-brightness contrast com-
monly observed in SE images.

Although the resolution of SE images is comparable to the size of the incident
probe, it is impossible to extract information about the shape of nanoparticles with
sizes less than the escape depth of the collected secondary electrons. Therefore, we
cannot extract information about detailed surface morphology of very small particles.
However, we can obtain useful information about the relative locations of nanopar-
ticles with respect to the surface topography of supports (Fig. 4-4).

Because of the use of strong probe-forming lenses and field-emission electron
sources, it is possible to obtain SE images with a resolution of about 0.5 nm and 2 nm
at 30 kV and 1 kV, respectively. The collection efficiency of secondary electrons in a
field-emission SEM is also significantly improved due to the utilization of novel SE
detection configurations. It is especially attractive to operate at low electron energies:
the increase in signal strength, the reduced volume of electron-specimen interactions,
and the neutralization of charging effects for non-conducting materials [115-116].
Other advantages of low-voltage SEM include enhanced surface sensitivity at medium
image resolution and reduced radiation damage for delicate samples [115-116]. Metal
nanoparticles, as well as detailed surface morphology of supports, can be clearly
revealed in low-voltage high-resolution SE images with high contrast and high surface
sensitivity (Fig. 4-29).
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Figure 4-27. HAADF and SE intensity line-scans across silver nanoparticles. The SE intensity line-scan
closely follows that of the HAADF signal.
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Figure 4-28. Schematic diagrams illustrate the emission of secondary electrons from spherical particles
of different sizes and the corresponding SE intensity line-scans across the particles. The parameters R
and L represent the particle radius and the average escape depth of the secondary electrons, respectively.

i SEM
1kV

Figure 4-29. Low voltage, high-resolution secondary electron image of Pt nanoparticles dispersed in a highly
activated carbon. The Pt particles, as well as the nano-pores of the carbon support, are clearly revealed.
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4.6 Imaging with Auger electrons

An atomic inner-shell vacancy produced by the incident electrons can be relaxed
through a two-electron process: one electron fills the inner-shell vacancy and the other
is emitted from the atom (Fig. 4-30). The emitted electron is called an Auger electron.
The energies of the primary excitation and of the emitted Auger electrons are both
characteristic of the element(s) involved [117]. The production of Auger electrons is
essentially similar to that of low-energy secondary electrons; the initial excitation pro-
duced by the inelastic scattering of the incident electrons decays to generate a low-
energy electron that can escape into the vacuum. In contrast to the diffusion of sec-
ondary electrons, Auger electrons must escape from the specimen surface without los-
ing any energy in order to be registered as Auger peak signals. The reason that Auger
electron spectroscopy is a surface-sensitive technique lies in the intense inelastic scat-
tering that occurs for electrons in this energy range. Thus, only Auger electrons gen-
erated from the outmost atom layers of a solid can survive to be ejected and measured
in the Auger electron spectrum. Most of the emitted Auger electrons are produced
within a very short distance from the sample surface, typically 0.3 to 3 nm [118].
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Figure 4-30. Schematic diagram illustrates the emission of characteristic X-rays and Auger electrons
from a solid sample. The excitation of a core-level electron can be relaxed either by emission of a
photon (characteristic X-ray) or by emission of another electron (Auger electron).
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4.6.1 High spatial resolution Auger electron spectroscopy

In a STEM instrument, Auger electrons, emitted from either the entrance or the
exit surface of a specimen, can be collected and analyzed using a CMA (cylindrical
mirror analyzer) or a CHA (concentric hemispherical analyzer) electron spectrom-
eter. Because of the high-energy and high-brightness of the incident electrons, the
employment of magnetic “parallizers”, and the use of thin specimens in STEM instru-
ments, high-quality Auger electron spectra can be acquired with extremely high peak-
to-background ratios [119-121]. Figure 4-31a shows a high-energy resolution AES
spectrum of clean silver nanoparticles supported on a thin carbon film; the silver

MNN doublet is clearly resolved. The sizes of the silver nanoparticles range from 1 to
5 nm in diameter.
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Figure 4-31. Auger electron spectra obtained in a UHV STEM instrument (MIDAS): (a) high-energy

resolution MNN Auger electron spectrum of silver nanoparticles; (b) Auger electron spectrum obtained
from Ag/Pd bemetallic particles.
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Surface compositional analysis of individual nanoparticles is essential for under-
standing the activity and selectivity of industrial bimetallic or multi-component cata-
lysts used in a variety of chemical reactions. The overall composition of these individ-
ual nanoparticles can usually be obtained by the use of high spatial resolution XEDS
(see section 4.7). It is, however, extremely difficult to extract information about pref-
erential surface segregation or aggregation of individual components in nanoparticles
of different sizes. Because of the high-surface sensitivity of Auger electrons, it is possi-
ble to determine qualitatively and, in some cases, quantitatively, the surface composi-
tion of nanoparticles consisting of multiple components. Figure 4-31b shows an Auger
electron spectrum obtained from a sample containing palladium, silver, or palladium-
silver nanoparticles highly dispersed on a high-surface area support. Both the silver
and the palladium MNN Auger peaks are clearly revealed. Quantitative analyses of
this type of spectrum can provide information about the surface enrichment of specific
elements and information about how this enrichment varies with the size of the parti-
cles.

4.6.2 High spatial resolution scanning Auger microscopy

Considerable efforts have been devoted to the development of scanning Auger mi-
croscopy (SAM) and the improvement of its imaging resolution since the pioneering
work of MacDonald and Waldrop [122]. The driving force for developing high spatial
resolution SAM is related to the characterization of nanoparticles and other nano-
structured materials. The best resolution of SAM images obtained in conventional
SEM geometry is approximately 30 nm under favorable conditions [123-124]. A spa-
tial resolution of about 10 nm can be achieved using the high current density and the
small probes of STEM instruments [125]. A similar or better image resolution may
also be achievable in the new generation of field-emission SEM instruments. Further
improvement in resolution by using smaller electron probes significantly reduces the
strength of the collected Auger signal.

With the improvement in the detection efficiency of low-energy electrons in the
MIDAS system by employing magnetic “parallelizers” [100], a spatial resolution of <
3 nm in Auger peak images can be obtained on bulk samples [120]. For electron trans-
parent specimens, typically used in STEM instruments, an image resolution < 1 nm
can be achieved [121]. Silver nanoparticles < 1 nm in diameter and containing as few
as 15 silver atoms can be detected [119, 121].

Metal nanoparticles highly dispersed on supporting materials represent a significant
fraction of heterogeneous catalyst systems. Surface chemical information about such
systems can be obtained by collecting Auger electrons to form high spatial resolution,
elementally specific, and surface sensitive images. Figure 4-32 shows a set of images of
a model catalyst consisting of clean silver nanoparticles deposited onto a thin carbon
film. Both the silver nanoparticles and the surface details of the support are revealed
in the SE image. However, the nano-scale pore structure of the carbon film is clearly
revealed in the C KLL Auger peak image with high contrast. The high intensity of the
silver particles in the C KLL Auger peak image could occur due to electron scattering
processes or because of the high SE background from the silver nanoparticles [121].

The silver nanoparticles are shown with very high contrast in the silver MNN Auger
peak image. The silver Auger map, obtained by subtracting the background image
from the silver MNN Auger peak image, shows silver clusters as small as 1-2 nm in
diameter. The average background pixel value in the silver Auger map is < 3 while the



Figure 4-32. A set of images of silver nanoparticles supported on a carbon film: SE image; carbon KLL
Auger peak image; silver MNN Auger peak image; and silver Auger map obtained by subtracting a
background image from the silver MNN Auger peak image.

smallest silver particles have a pixel value of about 30 at the center of the particle
(indicated by the arrow in the silver Auger map). Larger particles have pixel values of
about 340 at the center of the particles. Further particle analyses can be performed on
this type of “clean” image, yielding information about the size distribution and the
composition of the particles. The intensity variations of Auger signals with the sizes of
silver nanoparticles can also be investigated.

The digitally acquired Auger peak and background signal images contain quantita-
tive data on the Auger peak height and SE background intensity. Data sets obtained
by processing the digital images contain quantitative information about the contrast
of the Auger peak and background signal images [121].

The topographic contrast in SAM images of bulk samples can be, in general, mini-
mized by using the algorithm (P-B)/(P+B). Here P represents the signal at the Auger
peak and B represents a background signal taken at an energy level just above the
Auger peak [126]. Despite the successful use of this algorithm in low resolution SAM
images, it cannot be directly applied to nanometer-resolution SAM images. In fact,
the (P-B)/(P+B) or (P-B)/B display only enhances the edge contrast since the escape
depth of the background signal is much greater than the attenuation length of the
Auger electrons [121, 127]. For nanometer-resolution SAM images, the P-B display
may best represent the elemental map of the sample surface.
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4.6.3 Resolution limit

The resolution in SAM images depends on several sample- and instrument-related
effects. The sample-related effects include: 1) surface topography, 2) escape depth of
the collected Auger electrons, 3) contribution from backscattered electrons, and 4)
localization of the Auger electron production processes. The last factor sets the ulti-
mate resolution limit that will be achievable in SAM images. Since the primary inelas-
tic scattering processes involve excitation of inner-shell electrons, the generation of
Auger electrons is highly localized. With thin specimens and high-energy incident
electrons, the contribution from backscattered electrons should be negligible. It may,
however, degrade the image resolution and affect the image contrast of bulk samples.

The instrument-related effects include: 1) the intensity distribution of high-energy
electron probes, 2) the collection efficiency of the emitted Auger electrons, and 3) the
instability of the STEM microscopes. The capabilities and limitations of high spatial
resolution AES and SAM are discussed in a recent review article [128]. At present,
the instrument-related factors set the limits of obtainable resolution to about 1 nm in
Auger peak images of thin specimens [121].

4.6.4 Detection sensitivity

Because the Auger electron intensity profile of a particle is a complicated convolu-
tion of the electron probe with the real morphology of the particle, the true size of the
particle may be smaller than that measured in a SAM image. A de-convolution pro-
cess might be used to extract the real sizes of the observed nanoparticles. However,
knowledge of the intensity distribution of the probe, the radial and angular distribu-
tions of the emitted Auger electrons, and the detailed transmission function of the
electron analyzer would have to be known.

The emission of Auger electrons from small particles is different from that of flat
surfaces. Electrons generated inside a small particle may all escape if the radius of the
particle is much smaller than the inelastic mean free path (1) of the collected Auger
electrons. In this limit, the total number of the collected Auger electrons is propor-
tional to the volume of the particle; and the distinction between “bulk” and surface
signals is no longer valid. A quantitative estimate of the minimum particle size detect-
able in SAM images can be developed from a simple relationship between the signal
strength and the size of the particle. By using an intensity-ratio method, it is possible
to estimate the total number of atoms detectable in high spatial resolution Auger
maps [119].

The total integrated signal strength of a small particle, in the absence of image
noise, should be independent of the size of the incident electron probes. The inte-
grated intensity (/) of a particle in SAM images is proportional to the total number of
atoms (V) which contribute to the collected Auger signal, I = «N. The parameter o is
dependent on the Auger electron cross-section, detection efficiency, incident beam
current, and other instrument-related parameters. However, for each SAM image o
can reasonably be assumed a constant.

Thus, the number of atoms contained in a small particle N; with an integrated
intensity /; can be estimated from a large particle with NV, atoms and an integrated
intensity I: N1 = N»>(I1/1,). This relationship indicates that a large particle could be
used as an internal calibration standard to determine the total number of atoms con-
tained in smaller particles. On this basis, it is estimated that particles containing as few
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as 15 silver atoms can be detected in high-resolution SAM images (see Fig. 4-32). At
present, the minimum detectable mass in high spatial resolution SAM images is less
than 3x107' g [119].

The minimum detectable dimension is different from the resolution of SAM images
[128-129]. While the latter is currently limited by the sizes of the incident electron
probe, the former is related to, but not limited by, the dimension of the incident elec-
tron probe. The minimum detectable size can be much smaller than the incident probe
diameter. The minimum particle size detectable in a SAM image is directly related to
the signal-to-noise and signal-to-background ratios, as well as the radiation damage of
the sample. For example, the minimum detectable dimension would be the size of a
single atom if the signal strength were not a limiting factor, and that the atom were
stable under intense electron beam irradiation.

4.7 Nanoanalysis with energy-loss electrons and X-rays

The remarkable capability of forming an electron probe with sub-nanometer sizes
in STEM instruments makes it practical to perform chemical analysis with a nano-
meter or sub-nanometer resolution. When high-energy incident electrons interact
with a specimen, a variety of signals are generated from within the interaction volume
(see Fig. 4-1). Some of these signals such as characteristic X-ray photons, energy-loss
electrons, Auger electrons, and light photons, carry information about the composition
or the chemistry of the sample. These analytical signals can be collected and analyzed
by appropriate spectrometers to give useful information about the sample.

Unlike microscopy that records the location and distribution of atoms, particles,
and phases, spectroscopy is concerned with the measurement of energies or wave-
lengths of the collected analytical signals. We can transform various spectra into useful
data that give information about elemental composition or distribution of different
phases in the sample at a nanometer and, in some cases, an atomic resolution. Among
these spectroscopic techniques, XEDS and EELS are the two most frequently used
analytical techniques in STEM instruments.

EELS is the analysis of the energy distribution of high-energy incident electrons
that have been inelastically scattered by the specimen. These inelastically scattered
electrons carry important information about the electronic structure of the specimen
atoms. Thus, EELS spectra contain essential details of the nature of these atoms, their
bonding and nearest-neighbor coordination, charge transfer, and dielectric response
(see Chapter 3 for detailed discussions).

XEDS is the analysis of the energy distribution of emitted characteristic X-ray
photons, which are related to the excitation of inner-shell electrons of the specimen
atoms (Fig. 4-30). The dependence of the emitted characteristic X-rays on the nature
of the excited atoms present in a sample provides the basis of nanoanalysis by XEDS.
The fundamental principles of XEDS and EELS have been discussed in many text-
books [9, 92, 130-132]. We discuss here only those features that are unique to STEM
configurations.
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4.7.1 Electron energy-loss spectroscopy

By performing parallel EELS (PEELS) in conjunction with the HAADF imaging
technique in STEM, detailed information about the composition, chemistry, and struc-
ture of the specimen can be obtained with atomic resolution and sensitivity. This strat-
egy has recently been applied to the study of a variety of materials problems with
great success [133-140]. For example, in the study of iron nanoparticles used as a fuel
additive to reduce or enhance soot formation during combustion, PEELS gave infor-
mation about the spatial variation of the oxidation states of iron species within indi-
vidual nanoparticles 141]. This type of information is extremely important for under-
standing the role of nanoparticles during catalytic reactions.

Electron energy-loss images, formed by selecting characteristic energy-loss peaks in
EELS spectra as input signals, provide information about the spatial distribution of ele-
ments or electronic and oxidation states in the specimen [135, 142-143]. For example,
energy-loss electrons were used to obtain maps of sp” and sp® states of carbon at sub-
nanometer spatial resolution across the silicon-diamond interface [135]. By analyzing
the electron energy-loss images, it was concluded that diamond nucleates on an amor-
phous carbon layer, with the transition from sp” to sp> carbon occurring over a distance
less than 1 nm. This type of valuable information can only be obtained by using a high-
brightness, sub-nanometer electron probe available in STEM instruments.

A recent development in quantitative EELS mapping is the spectrum-imaging tech-
nique: acquire and store a spectrum at each pixel in a two-dimensional image [142—
144]. A spectrum-image in its most common form is similar to a normal STEM image;
but a spectrum-image contains an entire spectrum at each pixel. A spectrum-image
can be viewed as a three-dimensional image with two spatial coordinates and one
energy coordinate. One of the greatest advantages of the spectrum-image technique is
that it can be processed a posterior, thus, offering access to the exact relationship
between the spatial coordinates and the spectral feature. Elements in unexpected
locations may be found by off-line processing the digitally stored spectra. The major
limitations of this technique include acquisition and manipulation of a tremendous
amount of spectral data and the time-consuming process of analyzing millions of spec-
tra for each sample. Quantitative EELS imaging is, however, a powerful method for
spatial interpretation of elemental, chemical, and other important information related
to the physical properties of nanophase materials.

Another unique application of ELLS in STEM is the study of valence excitation
processes of high-energy electrons passing through a thin film or a small particle, or
passing close to a surface or interface of a solid material [145-149]. Surface or bulk
plasmon excitations, inter-band or intra-band single-electron transitions, and defect-
induced electronic states can be investigated with a sub-nanometer spatial resolution
(see Chapter 3 for detailed discussion on the excitation processes).

EELS technique is ideal for analysis of low atomic-number materials of thin speci-
mens. When a specimen is thicker, plural and multiple inelastic scattering may
become dominant and thus obscure the characteristic features of the EELS spectra.

4.7.2 X-ray energy-dispersive spectroscopy

XEDS is now routinely used, in TEM, SEM, or STEM instruments, to identify
unknown phases or to obtain information about the spatial distribution of certain
phases of interest. In a STEM instrument, XEDS can be conveniently used to analyze
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the features revealed in HAADF images by stopping the incident probe at any point
of interest. For thin specimens, qualitative interpretation of XEDS spectra can be per-
formed on-line.

A consequence of high spatial resolution in STEM is that the X-ray signal origi-
nates from a much smaller volume of the specimen; a weaker signal means long acqui-
sition time in order to obtain statistically meaningful results. Therefore, specimen-drift
correction, either manually or automatically, is usually used to collect enough X-ray
signals when very small particles are analyzed. Nevertheless, XEDS can detect the
presence of just a few atoms if the analyzed volume is small enough [150].

XEDS technique has been widely used to solve materials problems including iden-
tifying precipitates in alloys, active phases in supported catalysts, elemental segrega-
tion at grain boundaries, and quantitative composition of multi-component phases.
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Figure 4-33. Nanoanalysis of a colloidal PrysTbysOx nanoparticle. The XEDS spectra were obtained
from the corresponding locations labeled in the HAADF image.
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The combination of qualitative XEDS with HAADF imaging technique is now routi-
nely used in STEM instruments for fast analysis of unknown phases and the spatial
distribution of these phases.

In the study of in situ decomposition of hydroxycarbonate (PrysTbgsOHCO3) col-
loidal nanoparticles, it is necessary to understand the chemical homogeneity of the
decomposition products within individual nanoparticles. Figure 4-33a shows a
HAADF image of one of these nanoparticles after approximately 20 minutes intense
electron beam irradiation. To determine the variations in elemental composition
across the small particle, a series of XEDS spectra were obtained at different probe
positions (Fig. 4-33b). By quantitatively analyzing the XEDS spectra obtained from
different particles and comparing these nanoanalytical results with those of HRTEM,
a model of the decomposition process and the structure of the final decomposition
product were proposed [151].

Similar to EELS mapping, X-ray maps can provide valuable information about
two-dimensional elemental distributions in the sample. Particles as small as 2 nm in
diameter can be detected in digitally acquired X-ray maps [152]. The ultimate limita-
tion for X-ray mapping of nanoparticles is the extremely low X-ray signal strength al-
though high-brightness field-emission guns are used. The conditions for optimum X-
ray mapping include: 1) high beam current with small probe size, 2) high X-ray collec-
tion efficiency, and 3) long acquisition times per pixel with specimen-drift correction.

4.7.3 Comparison of nanoanalysis by EELS and XEDS

Both EELS and XEDS are important analytical techniques available in STEM
instruments. These two techniques are complementary to each other. EELS is prefer-
able for analysis of light-elements of thin specimens with a sub-nanometer or atomic
resolution; XEDS is mostly used for identifying, and determining the composition of,
unknown phases composed of heavy-elements. Furthermore, EELS can provide useful
information other than just the composition of the sample. Although EELS has a
much higher sensitivity than XEDS has for detecting light-elements [153], little useful
information can be extracted in the acquired EELS spectra unless the specimen is
very thin. Because of the complexity of the experimental procedures and because of
the large number of variables related to the acquisition and the subsequent analysis,
EELS, however, is not as widely used as XEDS in solving industrial problems.

Qualitative analysis of both XEDS and EELS spectra can be performed on-line.
Quantification of these spectra, however, is not straightforward, especially for analysis
of nanoparticles. Low signal-to-noise ratio often poses a severe problem for quantita-
tive analysis of XEDS spectra while low peak-to-background ratio in EELS spectra
presents difficulties for quantification.

The achievable resolution in XEDS is limited by the size of the incident probe, the
spreading of the propagating probe, the signal-to-noise ratio in the spectra, the speci-
men drift, and the electron beam damage of the sample [154]. The achievable res-
olution in EELS is limited by the size of the incident probe, the delocalization of the
primary excitation processes, the signal-to-background ratio, instrument stability, and
electron beam damage of the sample [155]. Under highly favorable conditions, single
atoms can be detected in EELS spectra [156]. With special precautions and under
optimized conditions, about 10 atoms can be detected in XEDS spectra [150].
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4.8 Summary

STEM can be used in various forms to provide useful information about nanopar-
ticles or nanoparticle systems. Surface morphology of the sample can be examined on
a nanometer scale by collecting secondary electrons. Nanoparticles can be identified
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Figure 4-34. Nanoanalysis of FeyAg;_x giant magnetoresistance films. HAADF images clearly show two
phases with distinctive contrast. Nanodiffraction patterns show that some of the small particles have an
icosahedral shape (c) and the matrix film is highly disordered (d). XEDS spectra (e) and (f) were
obtained from the small particle (indicated by the arrow in (b)) and the matrix film (the region inside the
circle in (b)), respectively. The XEDS spectra show that there is a complete phase separation in the
Fe xAg;_x film, and the bright particles are silver and the highly disordered matrix consists of only Fe.
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in images formed by collecting high-angle scattered electrons; and thus, the spatial
and the size distributions of nanoparticles can be obtained. Nanodiffraction patterns,
formed by positioning an electron nanoprobe at the area of interest, can provide crys-
tallographic information about nanoparticles and their supports. XEDS and EELS
can be used to give complementary information about the composition, electronic
structure, and state of oxidation of nanoparticles as well as their supports. Elementally
specific and surface sensitive techniques such as AES and SAM can be used to extract
information about surface chemistry of nanoparticles or other nano-structured materi-
als.

The combination of all these high spatial resolution imaging, diffraction, and analy-
tical techniques in a single microscope makes the STEM the most powerful tool for
characterizing nanoparticles (see Figs. 4-4 and 4-22). For example, in the study of giant
magnetoresistance (GMR) in granular FexAggo_x magnetic films, it was found that
the GMR is sensitive to the Fe volume fraction, and the size distribution and the
inter-particle distances of the ferromagnetic particles. STEM and associated tech-
niques were used to characterize the nano-structure of the magnetic granular films.
Figure 4-34 summarizes the major results of the STEM analysis [72]. Based on these
results preliminary models of the observed GMR of granular Ag-Fe magnetic films
were proposed [157].

With the recent development of electron nanoprobes with a size < 0.2 nm in com-
mercially available 200 kV field-emission TEM instruments, the unique STEM cap-
abilities described in this chapter will soon be available to most researchers. STEM
and its associated techniques will become more widespread and useful in solving
materials problems in the 21% century.
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5 Scanning Probe Microscopy of Nanoclusters
Lifeng Chi and Christian Rothig

5.1 Introduction

The invention of the scanning tunneling microscopy (STM) [1] presents the begin-
ning of a novel class of near-field microscopy with nanometer till atomic resolution in
real space. Originally the STM was designed for the surface analysis under ultrahigh
vacuum (UHV) conditions on conducting surfaces. It was verified soon that this
method could also be used under a variety of environmental conditions such as ambi-
ent air [2], water [3], oil [4] and electrolytes [S]. These exciting discoveries motivated
the further development of a whole family of other scanning probe microscopes
(SPM) [6]. Examples include scanning force microscopy (SFM) (or atomic force mi-
croscopy, AFM) [7] and its extensions [8] and scanning near-field optical microscopy
(SNOM) [9].

The applications of SPM increased rapidly in the last decade. Since the requirement
of a conductive surface for STM is not the necessary condition for SFM, the objects
for SPM are extended to insulating materials and cover a wide range of surfaces of
bulk systems such as metals [10], semiconductors [11], adsorbates on solid surfaces
[12], polymers [13], biological materials [14] and organic layered systems [15]. Besides
the fundamental research of surface structure, surface morphology and surface recon-
struction, the SPM can also be used to reveal local physical properties of the sample,
e.g. electronic energy spectra by using local tunneling spectroscopy (LTS, or scanning
tunneling spectroscopy, STS), local tribological properties by using frictional force mi-
croscopy (FFM), local elasticity by using force modulation microscopy (FMM), local
magnetic properties by using magnetic force microscopy (MFM), and local electro-
static properties by using electric force microscopy (EFM). Another important
approach of SPM techniques is in the field of nano-lithography [16].

In recent years, nanometer-sized clusters of metals and semiconductors have
received increasing scientific and technological interest [17]. Introducing chemically
synthesized or physically evaporated nanoclusters on a variety of surfaces is a recent
approach to generate nanostructured surfaces, which are promising for novel sensoric,
electronic and photonic devices and are therefore inducing increased research activ-
ities. The SPM, especially STM and SFM, can yield valuable information on nanoclus-
ters as they may reveal the electronic and geometric structure of the cluster’s. Further
more, they can serve as ideal tools to characterize cluster covered surfaces since a
wide range of materials can be chosen as substrates for cluster deposition.

In the following, we will discuss the fundamental principle of SPM (Section 5.2)
and different operating modes used experimentally (Section 5.3). In Section 5.4, se-
lected applications of SPM on nanoclusters will be presented, including:

e imaging of individual nanoclusters and cluster covered surfaces
e local physical properties

e SPM-based local deposition and modification

e tunneling spectra of nanoclusters
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Besides the typical nanocrystalline materials prepared with gas-phase synthesis,
and organic ligand stabilized monocrystalline clusters, systems described here will also
include the nano-scale metallic dots or islands generated by STM/SFM tips, by nano-
sphere lithography and by electroless deposition. The limitation of SPM methods to
study the nanophase materials and the prospects will be given in Section 5.5.

5.2  Fundamental of the techniques

The basic idea of scanning probe microscopy (SPM) is relatively simple : take a
probe susceptible to the property one wants to measure, bring it into the vicinity of a
surface and measure the reactions of the probe. As one is interested in microscopic
information the probe has to be sufficiently small and its movements have to be con-
trolled on a length scale comparable to its size. By taking measurements at different
locations close to the surface, for instance by scanning the probe at constant height, a
topographic representation of the surface can be gained. Depending on the specific
property measured, the type of probe and the way in which the reaction of the probe
is amplified, all existing SPM methods can be differentiated.

The probe in SPM is usually connected to or consists of the very end of a rigid tip.
The movements of this tip relative to the surface are controlled by a scanner con-
structed from piezoceramics in most setups which scans either the tip or the surface.
The distance between tip and surface is controlled by a similar transducer, quite often
all three transducers are combined in a singular unit providing movement in all three
spatial directions. If one is only interested in recording a special surface property as a
function of the spatial coordinates it is sufficient to amplify and record the reactions
of the probe in a proper way. If the interest is on constant-property-maps or if the
property changes very drastically with slight changes in tip-sample distance, a feed-
back circuitry of some kind is necessary. With it the interesting property is held con-
stant and the distance is changed until the set-point is reached. By recording the dis-
tance as a function of the two other spatial dimensions a surface plot can be produced.
Obviously such a scheme is relatively easy to implement if the interesting property is
a monotonous function of the distance (interatomic forces being a prominent example
of a more complicate case). Figure 5-1 shows a typical setup for SPM schematically.

The oldest SPM method which lead to resolutions comparable to the best electron
microscopes was scanning tunneling microscopy (STM). With it the local electronic
density of the surface is measured by applying a small voltage between the probe and
surface. The probe is usually formed by the foremost atom of a thinned rigid piece of
wire and is connected via a sensitive amperemeter to the surface. If the probe
approaches the surface, tunneling of electrons between surface and tip can be ob-
served. This tunneling current [ is a function of easily controllable independent pa-
rameters like the coordinates of the probe relative to the surface and the applied volt-
age and dependent parameters like the work function of the surface or the electric
conductivity. The general form of the tunneling current is given by

I=1I(x,y, 2 U) (5-1)

Even from very basic quantum mechanical calculations, i.e. one-dimensional tun-
neling through a rectangular barrier, it is evident that the tunneling current exhibits
an exponential dependence from the distance between tip and surface. One finds [18]:
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Figure 5-1. Schematic SPM setup. The solid lines represent a setup with feedback circuitry, the dotted
lines a setup without.

Lo Up(0, Eg)e 0™ (52)
local density of states of the sample:
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@B =t S () (53)

where:

U tunneling voltage
@ work function
W distance between tip and sample

Typical values for the work function are in the range of 4 to 5 eV which leads to typ-
ical decay constants of about 10 times per A, i.e. the tunneling current is reduced by an
order of magnitude if the distance between tip and sample is increased by only 1 A.

Scanning force microscopy (SFM) does not record surface properties directly like
STM but measures the forces that are caused by the interaction between probe and
surface. These minute forces are recorded by measuring the bending of a small canti-
lever to which the probe is connected and which compensates the forces acting on the
probe. The movements of the cantilever are therefore a very good representation of
the tip-surface interaction. One finds that for ratio of the displacement of the cantile-
ver and the piezo [18]:

Az, 1

¢ — 5-4)
AZ k (

P F 1

with Az being the displacement of the cantilever and piezo, respectively, k the
spring constant and F'(d) the force gradient, a function of the distance d between
probe and sample.
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Figure 5-2. Typical force-distance curve as seen in SFM experiments.

Another local probe method uses the optical properties of the surface: scanning
near-field optical microscopy (SNOM). In contrast to the optical far-field which is being
used in common microscopes the optical near-field is capable to carry information
about objects with lateral dimensions much smaller than the wavelength of light used.
To exploit this approach the probe has to be susceptible to light intensity, so usually tips
made from glass fibers or small apertures are used. If one probes the optical near-field
intensity in this way one does not only get distance information by measuring the inten-
sity, but one can also measure the spectra of the emitted light to get additional informa-
tion about the chemical composition or other optical properties of the surface.

5.3 Experimental approaches and data interpretation

In this section, we will focus on different operation modes of scanning tunneling mi-
croscopy, scanning force microscopy and scanning near-field microscopy. We will not
describe all the modes but only those included in this chapter for the characterization
of nanoclusters.

5.3.1 Scanning tunneling microscopy (STM)/ Scanning tunneling spectro-
scopy (STS)

For scanning tunneling microscopy, a number of measurement modes have been
developed which represent special surfaces of the function I = I(x, y, z, U):

I= I(x’ y’)|U,z = const. (5-5)
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Constant Height Mode (CHM)
I= I(x; Y Z)|U = const. = cONst. (5-6)
Constant Current Mode (CCM), z being the feedback parameter

I= I(U)lx,y,z = const. (5-7)

(Scanning) Tunneling Spectroscopy and

I= I(Z)|x,y,U = const. (5-8)

(Scanning) Tunneling Spectroscopy

One can deduce from Eq. 5-2 that the first spectroscopy mode I = I(U) will yield
information about the local density of states ps while I = I(z) will provide information
about the local barrier height. By scanning the tip over the surface at a constant cur-
rent [ a surface of constant local density of states of the sample at the location of the
tip is imaged according to this simple model. The assumptions of this model are valid
if small tunneling voltages are used and an arbitrarily fast method is employed to cor-
rect the distance W.

For larger tunneling voltages, especially for the interpretation of STS measure-
ments, more sophisticated models have to be employed. One of these approaches is
the first order perturbation approach by Bardeen [19], later refined by Tersoff and
Hamann [20, 21]. If kT is much smaller than the feature sizes in the energy spectrum
of interest one can show that

elU 2
I= 4%,({ py(Ep —eU+e)pr(Ep +e)|M| de (5-9)
7
My=—5_— [=(®; V¥, - ¥, VO,)dS (5-10)

with pg and pr being the density of states of sample and tip, respectively, and ‘¥,
and @, their wave functions. The tunneling matrix element M,,, has the dimension of
energy and describes the lowering of energy due to the overlap of the two states u and
v. It is important to note that the expression is symmetric, i.e. exchanging tip and sam-
ple does not change /. That means for practical purposes that there is no easy way to
decide whether the tip has measured the surface structure or the surface has measured
the tip structure (for instance via a sharp protrusion). The resulting image will always
represent a convolution of tip and surface structure.

Apart from the topographic structure and position on a given surface the electronic
structure is of major interest as well from the viewpoint of basic understanding of clus-
ters as from a technological point of view. For basic understanding clusters are
expected to exhibit a number of electronic properties which position them right in the
middle between molecules and the solid state. If we consider the mode of tunneling
spectroscopy with respect to the measurement of the gap resistance one would expect
to measure the distinct electronic energy levels present in a small cluster system right
below the Fermi level. In fact we will see that these attempts have been made in the
past, a thorough interpretation of the obtained data, however, is extremely difficult
due to the vicinity of the substrate’s electronic system and temperature effects. More
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obvious is the charging effect in insulated clusters, i.e. clusters which have a ligand-
shell or which are insulated by some other kind of layer from the underlying substrate.
Provided these clusters are located not to far away from the conducting surface, tun-
neling from the tip to the cluster and from the cluster to the surface will take place. If
the tunneling frequency from the cluster to the surface is sufficiently low electrons
tunneling from the tip to the cluster will experience the electric field from the excess
electrons in the cluster resulting in a quantised tunneling behavior which becomes
visible as distinct steps in the I/U-curves.

The second spectroscopic mode, i.e. the measurement of /(z) to determine the
work function, is very interesting from a basic point of view. Small free sodium clus-
ters for instance show a very strong dependence of their ionization potential from the
number of atoms present in the cluster [22, 23]. However, data interpretation of this
kind of spectroscopy, i.e. the determination of work function as a function of cluster
size, is quite difficult as the observed clusters will usually not be free but more or less
strongly attached to a surface and the number of atoms such clusters consist of can
only be determined from a measurement of the cluster volume which in itself is sub-
ject to severe uncertainties due to the folding between cluster and tip structure.

5.3.2 Scanning force microscopy (SFM)

Scanning force microscopy senses the overall forces between the probe and the
sample surface, where the probe is attached to a cantilever-type spring. The images
are related to the total density of (valence-) electron states up to the Fermi level at
the surface. It is therefore independent of the electrical conductivity of the sample.
The force exerted on the tip deforms the cantilever elastically. Since the spring con-
stant ¢ of the cantilever is known, the net force F can be derived directly from the
deflection Az according to the equation F' = cAz. Measurement of the deflection of the
cantilever is a main issue in performing SFM.

Different methods were used at the beginning stage of instrument development
[24]. Now most of the commercial instruments use the laser beam deflection tech-
nique proposed first by Meyer et al [25 | and Alexander et al [26 ]. A laser beam is
reflected from the backside of the cantilever. The deflection is monitored with a posi-
tion-sensitive detector (PSD). This signal is used to drive the feedback loop. The
experimental setup is schematically shown in Fig. 5-3. Depending on the motion of
the cantilever, SFM can be divided into static SFM and dynamic SFM. The typical
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interaction force between the tip and the sample is between 107 to 107N, depending
on the spring constant of the cantilever and the environmental medium. Most of the
commercially available SFM tips are made of microfabricated silicon nitride (SizN,)
or silicon with a tip radius of 2-10 nm.

5.3.2.1 Contact mode SFM

Contact SFM runs in quasistatic mode. The probing tip is brought into a static
mechanical contact with the sample. In analogy to the constant current and constant
height mode of STM, the common contact mode SFM operates in constant force
mode or constant height mode. In constant force mode, the force is controlled by keep-
ing the deflection of the cantilever constant by means of the feedback loop. The out-
put of the feedback yields the motion of the z piezo thus maps the surface contour. In
the constant height mode the feedback loop is not used and the deflection of the canti-
lever is measured. In this way higher scan rates can be achieved which minimizes the
thermal drift effects.

Detecting the torsion mode of the cantilever instead of the bending mode during
scanning allows the study of lateral (friction ) forces with the SFM. By using a quad-
rant PSD, the normal and the lateral (frictional) force can be monitored simulta-
neously [27]. The development of friction force microscopy (FFM) allows the study of
local tribological properties of samples.

5.3.2.2 Dynamic mode SFM

A significant increase in possibilities of the force microscopes was achieved by the
use of dynamic modes. Dynamic modes are usually more sensitive leading to less
(damaging) interactions between probe and surface and they provide information
about dynamic properties such as energy dissipation or local elasticity.

In dynamic SFM the cantilever is driven to vibrate near its resonant frequency by
means of a) a piezoelectric element, or b) an external force. Instead of measuring the
quasi-static cantilever deflections, changes in the resonant frequency as a result of tip-
sample interaction are detected. This a.c.-detection method is sensitive to the force
gradient rather than to the force itself. Two different methods are commonly used to
measure the frequency shift. One is to measure the amplitude changes or the phase
shift of the cantilever vibration with the deflection sensor and a lock-in amplifier [28].
The feedback loop adjusts the tip-sample separation by keeping the force gradient
constant. The other one is to measure the change in oscillation frequency with a fre-
quency counter or a frequency modulation (FM) discriminator. The feedback loop is
adjusted to keep the frequency constant. Some physical properties such as magnetic
forces or surface potential depending on the field gradients can be separated from the
surface topography by dynamic SFM methods.

Small amplitude working in the repulsive regime. In this mode, the tip is oscillated in
arange of 1 nm in the repulsive contact region, named force modulation mode (FMM).
It provides an elastic or stiffness contrast of the sample. By measuring the response to
the tip oscillation amplitudes, areas with different viscoelasticities can be detected.

High amplitude mode in the intermittent regime. In this mode the SFM tip oscillates
with high amplitudes (10-100 nm) so that the tip propagates through large parts of the
interaction potential in a single oscillation cycle, i.e. through attractive and repulsive
regimes. Thus it is called intermittent contact mode (IC-mode) or tapping mode™ (Digi-



140 Chi

tal Instruments). Approaching the sample surface the oscillation amplitude and the fre-
quency of the cantilever decreases with the average tip-sample distance. The feedback
loop is controlled by keeping the amplitude or the frequency constant. In this mode, the
contact time between the tip and the sample is reduced by two orders of magnitude as
compared to the contact mode and is thus touching the surface only “gently”.

High amplitude mode in the attractive regime. The high amplitude mode can also
work in the effective attractive regime if the tip is set above the sample surface in a
distance of 10-100 nm (“non-contact” mode). Another reliable way is to introduce an
active feedback circuit instead of the standard feedback, Fig. 5-4 [29]. In this design,
the effective quality factor (Q-factor, Q = f/IAf) of the oscillating system is increased
by at least one order of magnitude. As a consequence the sensitivity is enhanced
allowing to prevent the onset of tapping. This concept provides a means to control
and enhance the size of the attractive interaction regime and thereby makes this
operation mode more stable and usable in air and in liquids. This method is very use-
ful for measuring soft materials which stick weakly to the substrate.

Magnetic force microscope (MFM) Long range forces such as magnetic or electro-
static forces dominate the tip-sample interaction if the tip-sample separation exceeds
10 nm. The long range magnetic or electrostatic forces are usually probed by using the
a.c.-detection method. For magnetic force detection magnetic probing tips are neces-
sary and it is realized by magnetic coating of the SizNy tips which are commercially
available. To achieve the separation of the topographic and the magnetic structures,
the strength of the magnetic interaction can be modulated and measured by different
methods [30]. Alternatively, a modulated bias voltage can be applied. The resulting
electrostatic forces cause an oscillation of the cantilever at the second harmonic. The
amplitude of this oscillation can be used to drive the feedback loop [31]. Simulta-
neously, the d.c. force induced by the magnetic interaction can be detected.
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Figure 5-4. Schematic diagram of the SFM with additional feedback circuit for active control of the sys-
tem response function. The setup allows the effective quality factor of the dynamic system to be chan-
ged by more than an order of magnitude (adapted from Anczykowski et al, [29]).
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5.3.3 Scanning near-field microscopy (SNOM)

In a transmission-type scanning near-field optical microscope (SNOM), as shown
schematically in Fig. 5-5, a tip of dimensions smaller than the wavelength of light
serves as a light emitting antenna. It is excited by light from an external source by an
optical path and a link which serves to transmit light from the optical path to the
nanoscopic dimensions of the tip where optical components fail. Light emitted from
the tip and transmitted through the object is converted by a detector into an electrical
signal which is used for imaging. The probe is mounted on a piezoelectric scanner
which scans the probe relatively to the object. In order to obtain a high resolution in
the near field image, the distance between tip and object has to be kept smaller than
the desired resolution. Therefore an auxiliary signal such as a SFM or STM signal is
generally used to control the distance between tip and object. The tip and the link
have specific near-field optical functions and therefore are the characteristic parts of a
SNOM. Usually, a glass fiber is used as the optical path and a conically tapered end
coated with metal serves as a link. At the end of this link an aperture of a diameter in
the range of 50 to 100 nm is formed at the tip which serves as a SNOM probe. One
alternative to such an aperture probe is the tetrahedral tip which consists of the corner
of a glass fragment which is coated with 50 nm of gold. For a general description of
SNOM see ref. [32].

The most important advantage of SNOM, named by some authors near-field scan-
ning optical microscopy (NSOM), in comparison to other forms of optical microscopy
and to other forms of SPM is the potential of a high lateral resolution below the dif-
fraction limit in conjunction with optical spectroscopic contrast.

Scanner and
auxiliary distance
control

Tip

Source Optical path Link Detector

Object | |

Figure 5-5. The characteristic components of a transmission-type scanning near-field microscope
(adapted from U.Ch. Fischer, [32]).

5.4 Applications for characterizing nanophase materials

Applications of SPM methods for characterizing nanophased materials address the
following questions: 1) geometry of individual clusters and their size distribution on
the surface of supporting substrates; 2) binding and growth behavior of clusters on
substrates; 3) local physical properties; 4) two-dimensional arrangement of clusters on
substrates and 5) generation and fabrication of nanoclusters with SPM techniques.



142 Chi

5.4.1 Individual nanoclusters

5.4.1.1 Nanoclusters without protective coating

Shape and size distribution. A knowledge of the three-dimensional shape and size-
distribution of supported clusters deposited on substrates could provide insight into
the microscopic forces acting on surfaces and is important for a detailed understand-
ing of many experimental results. Although research on free standing and supported
clusters has clearly demonstrated the size-dependent structural and electronic features
differing from bulk systems, it is not easy to measure the three-dimensional shape of
supported cluster. SPMs offer alternative methods supplementing transmission elec-
tron microscopy (TEM). With TEM intriguing questions arise sometimes whether
clusters have their stable shapes in a high energy electron beam [33].

The early SPM studies on metal clusters were carried out with STM on highly ori-
ented pyrolytic graphite (HOPG). Abraham et al [34] demonstrated the use of STM
as a tool for the study of metal aggregates formed by metal vapor deposition. They
were able to image isolated Ag clusters and the motion of clusters on the support.
Baré et al [35] obtained constant current images in air of nanometer-sized Au clusters
deposited on HOPG by using the multiple expansion cluster source (MECS), Fig. 5-6.
The width of the objects was determined by measuring the width at the half-maximum
from the contour map. A mean size of 12 A with a standard deviation of 2.7 A was
obtained, which was in good agreement with the 13 A diameter predicted by decelera-
tion cell measurements on the cluster beam.

In these studies, the STM scans indicated substantial cluster mobility which
hindered the reliable imaging and the following analysis. Suitable substrates have to
be chosen for stronger binding of the clusters. Castro et al [36] extended the prelimin-
ary experiments by exploring other substrates, such as Au and Pt. They inserted a
piece of clean Au or Pt wire, Imm in diameter, into a gas torch flame. A molten
sphere with a diameter of 2 mm was formed at the end of the wire, giving atomically
flat facets. Stable STM images of large clusters (10-20 nm in diameter) were obtained
on both substrates. Small clusters with diameters < 2 nm were still difficult to image
due to the tip-cluster interaction. Hovel et al introduced a method to fix clusters on

o0 Scan
Direction

Figure 5-6. Three-dimensional STM image of eight Au clusters (Bar6 et al, [35]).
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HOPG [37]. They produced nanometer-sized pits in the first layer of HOPG by sput-
tering (with Ne ions) and following oxidation. On such a substrate small clusters, e.g.
thermally evaporated Ag clusters with 3.7 nm in height, were stably imaged by UHV-
STM. In addition, the pits acted as well-defined condensation centers, which led to a
narrow size distribution and controllable cluster coverage.

Schaefer et al demonstrated that with dynamic mode SFM working in attractive re-
gime clusters thermally evaporated on substrates such as HOPG, mica, Si and PbS
could be readily imaged [38]. Typical interaction forces between the tip and the sam-
ple in this operating mode were in the range of 107'°N. They found, however, that
clusters with heights less than 5 nm and more than 18 nm were rarely seen with SFM,
even though parallel TEM studies indicated that a detectable number of these clusters
were present. It seemed likely that the small clusters were less bound to the surface
and could be moved by the SFM tip even in this operating mode. The large clusters
could be caused by a flattening of the clusters on the carbon film due to the surface
force, or they could possibly be a result of a modification by the electron beam during
TEM studies. Differences in the size distribution evaluated from STM and TEM
measurements were also reported by other groups, e.g. by Granjaud et al [39].

Li et al [40] studied systematically the 3D shape of preformed Au clusters with radii
varying from 1 to 6 nm on flame annealed Au substrates by using STM. Based on the
analysis of apparent cluster diameter D and cluster height H (D/H was larger than 1),
they found that the shape of the supported clusters resembled spherical caps rather
than spheres. A characteristic radius of curvature between 10 and 30 nm was found,
which was greater than and not correlated with the original free space radius of the
clusters. The flatness of the supported clusters was considered to be attributed to plas-
tic deformation induced by surface forces. Clusters whose radius of curvature was less
than a critical value r* were subjected to internal stress in excess of their yield stress.
On deposition this stress was relieved by cluster deformation when the cluster wetted
the substrate. They believed that this behavior might be very common and might be
useful for explaining other cluster experiments. Wurster et al indicated that the inter-
pretation of the shape of clusters in the size range of 5-50 nm based on the SFM and
FFM images had to be careful since the shape of the probing tip could strongly influ-
ence imaging [41]. They observed a clear difference in imaging hemispherical shaped
indium clusters with an ordinary pyramidal tip (aspect ratio 1:1) and a super tip on the
top of the pyramid (aspect ratio > 10:1). The hemispherical shape could only be ob-
served with the super tip.

Sarid et al [42] demonstrated the possibility of applying STM on semiconductor
clusters, e.g. Bil; deposited from colloidal suspensions on HOPG. Later Jing et al pre-
sented STM images of Bi,S; clusters deposited on HOPG and gold surfaces [43]. They
observed disk-like structures independent of the nature of the substrate, as expected
for clusters having layered symmetry. Again, larger clusters with a lateral dimension
of 10 nm containing 600 atoms were reliably imaged, while smaller clusters were never
stable enough to allow high quality images.

Growth of nanoclusters on substrates. Ganz et al extended the work of Baré et al to
ultrahigh vacuum (UHV) [44]. They determined adsorption sites of single metallic
atoms (Ag and Au) and atomic spacing of small two-dimensional islands or rafts of
metallic atoms on graphite. The islands contained ordered regions of roughly 50 atoms
in rectangular lattices, incommensurate with the substrate lattice, Fig. 5-7. Later stud-
ies have been carried out on different cluster and substrate combinations [45-51].



Figure 5-7. STM image of a monolayer Au island on graphite (a) and the computer model showing a
rectangular lattice on the left and a honeycomb lattice on the right (Ganz et al, [44]).

Humbert et al [48] indicated with STM images that in the Pd 2D clusters on HOPG
the Pd atoms packed non-closed hexagonal with a lattice parameter of 4.26 A which is
definitively larger than the nearest neighbor distance of bulk Pd (2.74 A). Nie et al
[50] proposed that the initial Pd atoms might occupy centers of the hexagonal units of
HOPG and leave the six nearest-neighbor centers empty. They showed FFM high res-
olution images giving the lattice distance of 2.8 A (on mica substrate), which is com-
parable to the bulk system. This means that during the growth of the Pd clusters, the
lattice distance relaxed to that of the crystal.

Kern and coworkers reported recently the growth of nano-scale metallic islands by
position selective electroless deposition (ELD) [52]. ELD is an autocatalytic redox
process in which metal ions are chemically reduced to metal at a surface in absence of
any external current source. They used mixed amino-/alkanethiolate self-assembled
monolayers (SAMs) on a gold electrode to provide special binding positions for palla-
dium (Pd binds preferably to amino groups). The Pd** activated electrode was then
used to grow Co islands. STM was used to observe in situ the growth of metal islands.
It was revealed by STM that the density of the islands with a diameter between 1.5 to
6 nm for Pd and 1 to 10 nm for Co could be adjusted by changing the amine concen-
tration in the aminothiolate/alkanethiolate SAMs. By using such a concept of metal
deposition, and combining it with microcontact printing introduced by Whiteside and
coworkers [53], it should be possible to fabricate diverse metal cluster arrays in desir-
able patterns.

Mechanical properties of nanoclusters. Few works have addressed the mechanical
properties of nanocluster. That may at least partially be related to the fact that the
clusters can be easily swept away by applying contact SFM or FFM measurements
[54]. A systematic study of elastic properties of individual gold clusters preformed in
the gas phase and deposited on diverse substrates (a-Al,O;, mica and HOPG) was
reported by Schaefer et al with SFM [55]. They scanned the sample with dynamic
SFM first in order to position the tip on a single cluster. The elastic modulus of a clus-
ter was then measured by nanoindentation described elsewhere [56] and compared
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with the bulk gold surface. The results were summarized as shown in Fig. 5-8. For
applied force loads less than 20 nN, the annealed Au clusters showed an elastic modu-
lus roughly 2/3 of bulk Au, while the unannealed Au showed an elastic modulus
roughly 1/6 of bulk Au. The difference was likely due to the crystal defects in the
unannealed cluster rather than to a size effect.

5.4.1.2 Passivated nanoclusters

Clusters stabilized by organic ligand shells (also named passivated nanocluster)
have received increasing scientific interest in the recent years [57]. The core of the
cluster can be made of metals or semiconductors. The metallic clusters have a fixed
number of atoms and thus a well defined size. They provide excellent model systems
for monodispersed metal clusters, embedded in a dielectric matrix for the investiga-
tion of physical properties related to nano-scale particles. The possible electronic ap-
plications of these clusters as “quantum dots” are discussed elsewhere [58].

The early works using STM to image passivated metallic clusters were done by van
Kempen [59] and Becker et al [60]. They applied STM, under atmospheric conditions,
to gold and palladium clusters [Auss(PPh3);,Cl (a core of 55 gold atoms stabilized by
P(C¢Hs);s and Cl) and Pdsg; (Phen)sg,2O~z00 (561 palladium atoms stabilized by phe-
nanthrolin and O5)], synthesized by G. Schmid [61]. The clusters were deposited onto
gold and graphite substrates from a droplet of aqueous suspension solutions. They
found that the clusters could be easily dragged along with the scanning tip and even
be picked up by the tip due to the very loose binding to the substrate. These effects
hindered the imaging and could be minimized by increasing the distance between tip
and substrate and decreasing the scanning speed to obtain stable imaging. On the
other hand, once the clusters were picked up, they stayed at the outer end of the tip
and thus provided a well defined tip, with a reproducible geometrical and electronic
structure. They called the cluster-attached tip “known tip” and the original PtIr tip cut
with a pair of scissors “unknown tip”. They were able to measure single free-lying
clusters with both kinds of tips. To distinguish single clusters with the STM, neverthe-
less, became easier if the clusters were stacked densely. The STM images supported
the idea that the clusters are more or less in a spherical form. The measured size dis-
tribution of the clusters, evaluated from the measured heights of the clusters and their
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full width at half-maximum (FWHM) with a known tip was much smaller than that
measured with an unknown tip. For all the cases, the width of the protrusion was a few
times larger than the expected diameter of the clusters, while the height was signifi-
cantly smaller. The deviation in width was obviously induced by the convolution of
the tip, whereas the lack in the thickness was assumed to be induced from the defor-
mation of the cluster, the deformation of the tip, or the fragmentation of the clusters
on the substrates.

Reetz et al [62] determined the thickness of the protective surfactant layer on nano-
sized palladium (Pd) clusters by a combination of STM and high resolution TEM.
They used Pd clusters with an average diameter between 2 and 4 nanometers stabi-
lized by tetraalkylammonium salts. The size of the ammonium ions was adjusted in
the series "N(n-C4Hy), <"N(n—-CgHy7); < "N(n—C;sHz7)4. STM images showed the
size difference between a 4.1 nm Pd cluster stabilized with N(n-CgH;7),~Br and a 2
nm Pd cluster stabilized with the same ammonium ion, Fig. 5-9a and Fig. 5-9b. The
difference between the mean diameter (averaged over 100 particles) determined by
STM (dstvm) and TEM (drgnm) provided fairly detailed information of the interaction
between the tetraalkyl ammonium ions and the metal clusters. The experimental
results are summarized in Fig. 5-9c and Fig. 5-9d. In the case of different metal core
and the same stabilizer, the geometric difference (dsty—dreMm) Was nearly indepen-
dent of the metal core diameter drgy (Fig. 5-9¢); while in the case of the same metal
core and different stabilizer, dstv—dTem Was directly dependent on the size of the
ammonium ion (the length of the alkyl groups on *NR,), Fig. 5-9d. The geometric
difference (dsrm—dteMm) correlated well with the monolayer thickness calculated with
a standard MM2 force field. Thus, a monolayer protective coat was involved. The
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Figure 5-9. STM image of (a) a 4.1 nm Pd cluster stabilized by N(n-CsH;7),~Br and (b) a 2 nm Pd clus-
ter stabilized by N(n—CgH,7),—Br. The influence of the metal core size on the STM image is summarized
in (c) [stabilizer: N(n—-CgHy7),—Br] and the influence of the stabilizer on the STM image is summarized
in (d) (Reetz et al, [62]).
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results indicate that the combination of STM and high resolution TEM leads to valu-
able information regarding the approximate geometric relation between the metal
core and the stabilizing ligand shell.

5.4.2 Structure of two-dimensionally arranged nanoclusters

5.4.2.1 Monolayer of passivated metal clusters

The achievement of ordered arrays of metal dots is the essential step for developing
nano-scale electronic devices [63]. With this background, close-packed passivated
metal clusters have been intensively studied by different research groups. Andres et al
[64] reported the preparation of ordered arrays of 4 nm gold clusters encapsulated by
a monolayer of alkyl thiol molecules by so called colloid self-assembly. The visualiza-
tion of ordered cluster arrays was carried out with TEM. The colloid self-assembly
was successfully applied to some other systems, see [65] as review. There are, however,
rarely SPM studies on this kind of samples. This may result from the fact, that the
solutions were normally dropped onto carbon film on copper grids and ready for
TEM studies.

Two other methods to prepare 2-dimensional arrangements of passivated nanoclus-
ters were reported: two-step self-assembly (SA)- and Langmuir-Blodgett (LB)-tech-
nique [66]. The monolayer formation of ligand stabilized Au clusters or Au colloids on
insulating and conductive substrates using two-step SA procedure was reported by
several groups [67, 68]. The general idea is: generate a spacer layer carrying functional
groups (e.g. -NH,) through self-assembly on the surface as the first step, and deposit
the Au clusters with suitable groups in the ligand shell (e.g. -SO;H) as the second
step. The surfaces were characterized by using SFM or STM. It turned out that this
procedure lead to a high coverage of the surfaces (Fig. 5-10a), but the packing was not
as good (Fig. 5-10b) as the colloid preparation. The advantage of this method is the
wide selectivity of the substrates.

(a) (b)

Figure 5-10. Monolayer of Auss cluster on gold substrate prepared by two-step self-assembly. The sur-
face coverage is more than 90% (a, SFM) and the clusters are densely packed (b, STM) (Chi et al, [68]).
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Fendler et al applied the LB technique to prepare monolayers of various colloid
nanoparticles [69]. Later, Chi et al [70] and Bourgoin et al [71] reported the prep-
aration of passivated cluster monolayers by using the same method and the SFM
investigation on these monolayers. Water-insoluble metal clusters with hydrophobic
ligand shells, e.g. Auss stabilized with phosphine (PPh;)Clg or with oligo silsesquiox-
ane derivative (Tg—OSS), are not typical amphiphils used for LB preparation, but they
are able to form stable monolayers at the air/water interface and can be transferred
onto different solid substrates. One monolayer thickness was directly measured with
SFM across the dipping line [70].

The transfer did not depend on the nature of the substrates. At a surface pressure
of 20 mN/m, about 1-5% uncovered areas or holes were observed by SFM [72]. Some
of the clusters were located on the top of the first monolayer. By transferring the
monolayers at different surface pressures from the air/water interface, the surface cov-
erage could be adjusted [70]. While “Schmid clusters” could experience higher lateral
surface pressures up to 20 mN/m, the dodecanethiol capped gold clusters (Ci,—Au)
form multilayers at 12 mN/m [71]. From SFM investigations, a pressure of 8 mN/m
was found to be the optimum transfer pressure to minimize defects (either holes or
multilayers) for this system. Such cluster layers were very fragile. In particular, they
could be destroyed by STM and contact mode SFM. Bourgoin et al were successful to
displace the dodecanethiol by 2,5”-bis(acetylthio)-5,2’,5",2"-terthienyl (T3), by emerg-
ing the LB monolayer of dodecanethiol capped Au clusters into T3 solution overnight.
After the displacement, the samples could be scanned stably with STM, Fig. 5-11.
STM images indicated that despite the relative polydispersity of the dodecanethiol Au
particles, local hexagonal order was often observed in the film. Square order was also
sometimes observed in very small areas.

Tg-OSS-stabilized Auss clusters show increased stability in hydrocarbon solutions
such as pentane and could be irradiated with an intensive electron beam in the elec-
tron microscope without any aggregation or coalescence [72]. They were, however,
very loosely bound to the substrates with LB preparation. It was even difficult to
image the monolayer of Tg-OSS-stabilized Auss clusters with tapping mode. The dam-
age to the sample is clearly seen in Fig. 5-12a: the center part (100 x 200 nm?) was
scanned only once in tapping mode. This effect strongly decreased the resolution since

Figure 5-11. STM image taken on an interconnected arrays of gold particles prepared from a Ci,—Au
monolayer deposited at 8 mN/m on epitaxial gold on mica (Bourgoin et al. [71]).
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Figure 5-12. (a) Monolayers of Ts—OSS-stabilized Auss clusters undergo an easy deformation during
scanning with SFM operated in the intermittent contact regime (middle part). (b) No deformation is
observed when SFM is operated in the attractive regime assisted with the active feedback circuit. (c)
With SFM operated in the attractive regime, individual Auss—Ts—OSS clusters can be resolved (a and b:
unpublished results from L.F. Chi, c: Schmid and Chi, [72]).

the damage became more pronounced by a smaller scanning area. This problem was
solved by operating the SFM in the attractive regime using an active feedback circuit
as mentioned in the experimental section. An SFM image of a monolayer without
damage by operating SFM in this mode is shown in Fig. 5-12b. The center part of the
image (200 x 200 nm?) was scanned previously for more than one hour and no sample
damage was observed. Finally, individual Tg—OSS-stabilized Auss clusters could be
visualized as shown in Fig. 5-12c, which was only possible by operating high amplitude
SFM in the attractive regime assisted by the active feedback controller. The measured
cluster size is 5 nm in diameter in good agreement with the expected value (4.2 nm in
diameter). The clusters formed short range ordered arrays, as indicated by black
frames in Fig. 5-12c.

5.4.2.2 Nanosized metal/semiconductor dot arrays

Well ordered monolayers of colloid particles can be formed by drying the suspen-
sion solutions on substrates and have been examined in detail [73]. This approach
offers another attractive method to prepare well ordered nano-dot arrays.
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Moller and coworkers [74] used amphiphilic diblock copolymers to form reverse
micelles in a selective non-polar solvent, e.g. polystrene-block-poly(2-vinylpyridine)
dissolved in toluene forms a core of poly(2-vinylpyridine)(P2VP) and a corona of
polystyrene (PS). The polar block solubilizes metal salts such as HAuCl,, H,PtCls,
Pd(Ac), and Ti(OR)4. Within the core chemical manipulations can be performed, e.g.
confined salts can be reduced by UV light, electron beam or by suitable chemical
reagents. Ultimately, singular metal or semiconductor particles of similar size are
formed. The size of the particles is controlled by the micellar compartment between 1
and 15 nm. Such a micellar solution can be cast on suitable substrates to form mono-
micellar films. Finally, the polymer shell can be removed by plasma etching, while
ordered arrays of single naked nanoparticles remain.

The formation of the nano-dot arrays was studied by SFM as well as TEM [75]. The
ordered structure could extend up to large macroscopic areas (3 x 3 cm?). Figure 5-13a
shows a SFM image of a layer of PS(800)-b-P[2VP(HAuCly),5(860)] after being trea-
ted with an oxygen plasma operating at 200W for 20 min. The polymer shell has been
removed, exposing the single Au particles. The white dots display Au particles with 12
nm in height and 15 nm in lateral dimension. By adjusting the polymer block, they
succeeded in controlling the size of the naked nano-dots and the distance between
them. Figure 5-13b shows SFM images of organized Au cluster arrays loaded by
PS(325)-b-P2VP(75) on mica. The size of the Au clusters is 3 nm in diameter with a
periodicity of 30 nm.

Another promising technique to create ordered metallic nano-dot arrays is nano-
sphere lithography [76] based on natural lithography [77]. Hereby monolayers of
closed packed monodisperse latex spheres with diameters from micrometer down to
several ten nanometers are used as lithographic masks through which metals are
deposited onto flat surfaces. The formation of metal dot arrays and the SFM observa-
tion has been reported by several groups [78-81]. The size of metallic dots prepared
with this method can be reduced by annealing. For example, by using latex spheres

Figure 5-13. SFM topography images of Au cluster arrays on mica substrates after the oxygen plasma
treatment. The different interparticle distances are obtained by varying the lengths of the polymer
blocks in the following way: (a) PS(800)-b-P[2VP(HAuCl4)0.5(860)], (b) PS(325)-b-
P[2VP(HAuCl4)0.5(75)] and (c) PS(1700)-b—P[2VP(HAuCl4)0.1(450)]. The size of each image corre-
sponds to 3pm x 3um (Spatz et al, [75]).
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(a) (b) (©)

Figure 5-14. (a) Topography SFM-image (1pm x 1pm) of a nanodot array consisting of cobalt particles.
(b) MFM image showing the single domain state of the Co particles. The black and white contrast corre-
sponds to the north and south poles of the Co-dots. An external magnetic field of 400 Oe has been
applied. (c) Corresponding MFM image of the same Co-dot-array upon reversal of the magnetization
direction and the same magnitude (Winzer et al, [81]).

with a diameter of 220 nm, one edge of the evaporated metallic triangular dots is
about 70 nm. After the flame annealing treatment, the dots change to a circular shape
with a diameter of 20 nm, while the packing of the dots remains unaffected [80].

By evaporating cobalt instead of gold, magnetic dot arrays were formed as shown
in Fig. 5-14a. [81]. Application of magnetic force microscopy (MFM) revealed the sin-
gle-domain state of the individual nanometer-sized cobalt dots which were magne-
tized in an external field of 400 Oe. The black-and white contrast in Fig. 5-14b corre-
sponds to the north and south poles of the Co-dots. Upon switching the magnetization
direction, the black and white contrast above the Co-dots reversed (Fig. 5-14c), which
clearly proved the magnetic origin of the observed signal.

5.4.2.3 Surface of nanostructured solids

Nanostructured solids are prepared by compacting the clusters synthesized by gas
condensation [82] or compacting the passivated clusters. The STM/SFM studies on
such solid surfaces concentrate on the nanostructures and the grain boundaries after
compacting. Houbertz et al resolved individual passiviated clusters with STM in com-
pact pellets indicating only few clusters agglomerated [83]. Wang and Ying et al
imaged nanostructured palladium surfaces with STM and SFM [84, 85], suggesting the
equiaxed crystals of 10 nm diameter joined together by grain boundaries. Migration of
the grain boundaries was stimulated by STM (but not SFM), resulting in a preferential
alignment of nanosized grains. In another report of Ying et al [86] the nanosized tita-
nium oxide (TiO,_x) was found to adopt a prior preferential alignment by compact-
ing. The TiO,_x clusters with diameters of 10-20 nm close packed in rows, as shown in
Fig. 5-15a, underwent structure change by heating. The individual clusters linked to-
gether forming chain-like structures by heating the compact pellets. With further heat-
ing the structures developed into smooth tubular structures, Fig. 5-15b. The alignment
phenomenon demonstrated step by step with the SFM could be of importance to
mechanical and catalytic applications.
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Figure 5-15. (a) SFM image of nanocrystalline TiO, x compact. (b) SFM image of the same compact
after being heated to 1000°C revealed the formation of tubular structures (adapted from Ying et al

[86]).

5.4.3 SPM-based deposition and manipulation of metallic nanoclusters

Various SPM-based techniques have been successfully employed for nanofabrica-
tion, e.g. atom manipulation [87], local oxidation [88], field-induced charge trapping
[89]. In this section, we will concentrate on the SPM-based deposition and manipula-
tion of metallic nanoclusters. The general experimental approach is to apply a voltage
pulse between the STM tip or metal coated SFM tip and the selected sample surfaces.
Beyond a certain voltage threshold, nanosized clusters can be generated. Several
mechanisms have been proposed for the cluster deposition, e.g. field evaporation of
the tip material [90], point contact of the tip and the sample [91], and tip melting due
to high electrical current [92]. The advantage of SPM-based generation of nanoclus-
ters lies in the subatomic accuracy of tip positioning which allows the deposition of
clusters at the desired site. STM serves as well as the tool for the in situ characteriza-
tion of the induced structures.

A number of pioneer works were carried out in the late 1980’s. Staufer et al [93]
created small hillocks of 35 nm in diameter by locally melting glassy substrates. Silver
et al [94] deposited metallic structures down to 20 nm in size by decomposing organo-
metallic gas with a STM. Later, McCord et al [95] reduced the size of metallic dots as
small as 10 nm by decomposing organometallic gases containing tungsten and gold.
Schneir et al [96] and Li et al [97] demonstrated the possibility to deposit Au clusters
on flat gold substrates with STM in air. Nanometer sized pits could be created as well
with the same scanning tip. At that time, it was not possible to choose between mounts
and pits forming under the tip.

A distinguished step to reliably deposit Au clusters on gold substrates was achieved
by Mamin et al in 1990 [98]. They believed that the Au mounts deposited with the
STM tip in the earlier experiments were induced by field evaporation as suggested by
Gomer [90]. To cause gold emission, they applied voltage pulse between the tip made
of gold and the gold substrate while the tip was within the tunneling range. The pulses
were sufficiently short (a few hundred nanoseconds or less) so that the feedback loop
did not need to be disengaged during the pulsing. Figure 5-16a shows the gold mound
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Figure 5-16. (a) Gold mounds made by applying voltage pulses between the gold tip and the gold sub-
strate (3.6 V, tip grounded and 600 ns). (Mamin et al, 1990). (b) Simplified map of the world fabricated
by STM (Au dots on Au (111) substrate (Mamin et al [98, 99]).

arrays made with 4.2 V, 300 nsec pulses on a stepped gold surface. More complicated
patterns could be created by controlling the movement of the tip [99, 100], Fig. 5-16b.
The mounts were typically 10-20 nm across at the base and 2-3 nm high, although
they could be as small as 5 nm across. The emission process was reproducible and fast.
This technique can be used to write several thousand features without apparent degra-
dation of the tip’s ability to emit atoms. The first experiment was carried out in air,
and later in UHV [101]. Both positive and negative voltage pulses created mounds,
but the mounds were typically larger with the tip positive, and the threshold voltage
was slightly lower. These gold dots were stable over a period of weeks, even after
heating at 65°C over hours. With the same method, Hsiao et al [102] deposited gold
and copper clusters onto hydrogen-terminated Si (111) surfaces which were in contact
either with air or dry N,. The metallic composition of the mounds observed with STM
were confirmed by ex situ elemental analysis using the field emission scanning Auger
microscope (FE-SAM). They described the different behavior of structures generated
by tip-positive and tip-negative pulses, although they were apparently similar in STM
topographic images. The tip-negative mounds were stable during the repeated imag-
ing in STM for hours and during the exposure to an electron beam in the FE-SAM
instrument, whereas tip-positive mounds were not stable in both cases. Based on these
observations, they speculate that the mounds produced by tip-positive pulses were not
metallic.

Fujita et al demonstrated the deposition of Au dots on Si (111) in UHV with gold-
coated tungsten STM tips [103]. They tended to believe the model of point contact
presented by Tsong [104] and Pascual [91] for the dot deposition. Atomically resolved
images of the Si (111) (7 x 7) structure were observed even after many cycles of atom
transfer using the same tip (Fig. 5-17), which indicated the stability of the tip apex.
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Figure 5-17. Atomically resolved 50 x 50 nm STM
image (Vy = 1.5V, I, = 0.5 nA) of a gold dot
produced on the Si(111) surface using voltage
pulses (5.5 V, tip negative and 5 ms). The Si (111)
(7 x 7) structure was observed in the same image
(Fujita, [103]).

Again the deposition with tip-positive and tip-negative showed different behaviors:
the former one created large overlapped mounds up to a few hundred nanometers in
diameter, whereas the later one created 3 to 20 nm gold mounds with a deposition
probability up to 60%. They improved the deposition probability later by using a
piezo z-pulse instead of the voltage pulse [105]. With this mode, they fabricated gold
dots with a diameter of about 5 nm and a height of about 1 nm on the Si surface more
reliably so that a continuous gold nanoline of 5 nm in width and 50 nm in length could
be produced.

Chang et al reported the creation of gold dots on gold surfaces in a non-conducting
liquid [106]. They found that the shape of the created structures depended on materi-
als used as scanning tips, e.g. gold, tungsten and Ptlr. They proposed a contact mecha-
nism with the shape of the created structures affected by the adhesion property of the
tip and sample materials. In consequence, the nanostructures of different shapes could
be formed efficiently in a non-conducting liquid by the tips made of different materi-
als.

Nanosized metallic deposition was also performed with SFM carrying metal coated
tips, e.g. by Hosaka [107] and Liu [108]. With SFM, non-conductive substrates such as
mica can be used as well as conductive substrates. Gold is the most widely used metal
for such studies up to now due to its stability against oxidation and relatively low
working function. Some other materials such as aluminum were deposited in the same
way, reported by Hu et al [109].

5.4.4 Scanning tunneling spectroscopy on nanocluster systems

Most of the work concerning STS investigations of deposited or produced clusters
on surfaces concentrated on the measurement of single-electron-tunneling (SET)
effects rather than on effects due to the discrete nature of the electronic system in
small clusters. In fact SET effects are much more pronounced in clusters insulated
from the surface by a small gap, i.e an oxide layer, an organic molecular layer or any
other kind of insulating spacer, and they are at least potentially much more rewarding
in terms of technological applications.
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Figure 5-18. Schematic sketch of the two tunneling junctions between STM tip and cluster and between
cluster and surface. Both junctions are represented by a DC-resistance R and a capacitance C.

STS measurements on small insulated clusters are usually interpreted in the frame-
work of a two-junction model : the cluster is connected via two tunneling junctions to
the tip and the surface, respectively. Both junctions can be represented in electronical
terms by a resistance R for the DC tunneling resistance and a capacitance C parallel
to the resistance (Fig. 5-18).

If the cluster between current source and drain is sufficiently small one will experi-
ence step-like features in the I/U-spectra which are interpreted as single-electron-tun-
neling effects. They originate from the fact that even one single excess electron will
have a significant effect on the electric potential of the cluster. The energy AE to add
an electron to such a cluster is

2
-__¢© 1
AEn+1 = m <l’l + 7) s (5-11)

C1, being the capacities of the tip-cluster and the cluster-surface junction, respec-
tively, and n the number of excess electrons in the cluster [110]. This increase in
energy has to be taken care of by larger tunneling voltages thereby creating the step-
like shape of the I/U-curves. Obviously two conditions have to be met to observe such

a behavior. Firstly the cluster has to be small enough so that the charging energy of

the cluster is large compared to the thermal energy %kT and secondly the resistance

has to be large compared to the resistance of a one-dimensional conductor R1>>£2 =

26kQ. Figure 5-19 shows a simulated STS measurement for such a system. Oneecan
clearly see that the SET effect creating the step-like structure of the I/U curve is
almost completely lost at room temperature.

Measurements in this respect, either by measuring the I/U-curves or the OL_curves
using Lock-in techniques have been reported on numerous systems. The very first
observation of SET effects was made by Zeller and Giaever in 1969 in a planar setup
[112]. It consisted of small Sn particles sandwiched between two planar electrodes
inside the oxide barrier separating both. Although a thorough interpretation was not
possible in this experiment due to numerous parallel/serial connections, SET effects
could be seen easily. Consequently local probe microscopy and well-characterized par-
ticles and barriers were used for the investigation of SET effects. The first observation
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Figure 5-19. Simulated STS measurement of the double junction in Fig. 5-18. Indicated are the effects of
temperature broadening (adapted from T. Drechsler [111]).

of such SET effects by STS measurements was reported by van Kempen and cowork-
ers [113, 114]. They investigated the properties of granular Al films deposited onto an
oxidized continous Al film, as well as Al on a single crystal of YBa,Cu305, a high-T¢
superconductor. In both cases they observed step-like structures in their experimental
curves which they interpreted in the framework of the semiclassical approach by
Likharev et al. [115, 116] combined with a Monte-Carlo simulation.

Other authors reported the observation of Coulomb blockades and staircases on
Au particles on ZrO, covered Gold [117-120], In droplets on oxide covered Al [121],
Pb grains on oxide covered Pb [122, 123] and Au droplets on hydrogen terminated
Si(111) [124]. These experiments were mostly performed at low temperatures, how-
ever, Schonenberger et al. demonstrated in 1992 that it is also possible to observe
SET effects at 300 K if the capacitance of the cluster is sufficiently small.

In all the mentioned experiments the production of a sufficiently small cluster and its
insulation to the supporting surface was not very reliable. This problem can be solved if
the insulating layer is made up from an organic monolayer or if the cluster itself is
already supplied with an insulating spacer. For both systems the observation of SET
effects in STS measurements was reported by several groups [70, 83, 125]. Van Kempen
et al. reported the observation of Coulomb staircases on Pt;0oPhen 34030 [125]. Devia-
tions from the expected shape of the staircase they interpreted as quantum size effects.
Cluster Pellets made up from Auss clusters were investigated by Hartmann et al [83].

If an organic monolayer is used the surface is usually covered by a self assembly
monolayer (SAM) as a first step. Reifenberger and coworkers used a dithiole mono-
layer on top of a gold(111) surface to attach gold clusters from a multiple expansion
cluster source (MECS) [126, 127]. The thickness of the insulating dithiole layer was
about 1 nm, the thickness of the gold clusters varied between 1 and 2 nm. The authors
could observe SET effects at room temperature as well as give an estimation of the
resistance of the gold cluster of about 18 kQ. Grummt et al reported the investigation
of a mixed SAM system on Gold(111) consisting of a monothiole (n-Decanthiole)
with small amounts of BHQ1 [128]. Subsequent oxidation in silver nitrate solution
lead to a decoration of the oxidized BHQ1 molecules with Ag, clusters. STS measure-
ments at room temperature and 100 K in UHV showed Coulomb staircases as
expected from simulations.
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As mentioned at the beginning of this chapter only very few attempts exist to mea-
sure effects arising from the discreteness of electronic states due to electron confine-
ment in small clusters deposited or assembled on surfaces with the STM. Meiwes-
Broer and coworkers [129] have performed such a study on small platinum clusters
deposited on HOPG with a low-temperature STM (LT-STM). They observed distinct
peaks in the 9L _curves which they attributed either to a standing electron wave
between the top and the bottom of the cluster or to discrete electronic states of the
cluster by performing plots of the energetic difference between the first and second
peak observed and the inverse thickness of the cluster. So far the authors do not dif-
ferentiate between the two possible interpretations of their observations.

To illustrate the onset of solid state behavior in clusters Stroscio and coworkers
[130] investigated the shape of STS spectra of Fe clusters grown spontaneously from

metallic vapor on GaAs. By evaluating (g—[[]) representing the local density of
U=0

states near the Fermi energy (FLDOS) they found that clusters of 150 A® volume, cor-
responding to roughly 13 Fe atoms, exhibited non-metallic behavior while clusters of
about 1000 A® volume, corresponding to about 85 Fe atoms, showed fully metallic
behavior. They even succeeded in observing metallic behavior in clusters consisting of
only 35 Fe atoms.

A very similar approach was pursued by Bifone et al. [131]. They investigated the
FLDOS of palladium clusters on HOPG. The clusters were produced by evaporation
onto the cleaned HOPG, the FLDOS of the clusters was determined by evaluating

oU
increased linearly with the cluster volume between 10 and 350 nm? and leveled further
on to a constant value indicating the onset of solid state behavior.

( o1 ) and plotted vs. the apparent size of the cluster. They found that the FLDOS
U=0
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Figure 5-20. Dependence of the FLDOS of palladium clusters as a function of their apparent size on
HOPG (Bifone et al [131].)
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STS studies of semiconductor clusters were performed by Kuk et al. [51]. They

deposited Siy clusters from a pulsed laser vaporization source onto Au(001)(5 x 20).

By analyzing 88—11] they could easily differentiate between the gold substrate, the silicon

clusters and gold silicide existing in islands on the surface.

5.4.5 Scanning near-field microscopy and near-field spectroscopy of
nanoclusters

A reduced dimension of electron motion in nanometer-sized structures gives rise to
new electronic and optic phenomena. One of the most attractive properties of semi-
conductor nanostructures is the narrow and strong optical transition due to the dis-
crete electronic density of state of zero-dimensional structures, which is favorable for
optoelectronic devices [132]. In metallic nanoparticles, collective electron oscillations
known as surface plasmons (SPs) excited by light show pronounced optical resonance
[133]. The applications of near-field spectroscopy, based on the essential design of
scanning near-field microscopy (SNOM), allow local spectroscopic measurements of
individual structures. The inhomogenous broadening of the spectrum induced by the
variation of structure size and the local environment often observed in far-field spec-
troscopy can thus be minimized. Although only few SNOM and near-field spectros-
copy studies of nanometer-scale structures have been reported, the great promise in
optical probing is demonstrated.

The high spatial resolution of SNOM has been reported elsewhere [32]. By using a
tetrahedral tip, Koglin et al demonstrated a material contrast of nanometer size parti-
cles of Ag and Au in a mixed film with a lateral resolution in the range of 1-10 nm
[134]. Klar et al performed near-field spectroscopy by using a SNOM setup on gold
particles with a radius of 20 nm embedded in a dielectric sol-gel TiO, matrix [135].
The homogenous line shape of the surface-plasmon resonance was measured, and the
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Figure 5-21. Linewidth vs. peak energy determined from the near-field spectra of Au nanoparticles (cir-
cles). Solid line: theoretical results from gold spheres of different radii. Dashed line: ensemble linewidth
as determined from the far-field extinction spectrum (Klar et al, [135]).
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SP linewidth was substantially smaller than that of an ensemble measured with far-
field spectroscopy, as shown in Fig. 5-21. Deviations in the spectra of individual parti-
cles were interpreted as being due to the variations in the local environment.

Near-field spectroscopy of semiconductor quantum constitutions were first report-
ed by Hess et al [136]. By using an external reflection mode aperture-NSOM suitable
for cryogenic temperatures (down to 2K), they were able to identify luminescent cen-
ters with sharp spectrally distinct emission lines in GaAs/AlGaAs quantum wells.
Meanwhile more detailed investigations of single quantum dot spectra were per-
formed by Gammon et al in layered semiconductor structures [137] using a non scan-
ning near-field method similar to the one previously described by Fischer [138].

3D nanometer-scale semiconductor dots of uniform size were formed by self-orga-
nization of deposits during strained growth on a flat substrate and characterized with
SFM [139, 140]. Just recently, Saiki et al reported the near-field photoluminescence
(PL) spectroscopy of single InGaAs dots at low temperature (down to 5K) [141]. By
employing a high sensitive near-field probe with a large aperture of 500 nm (4/2) and
an optimized shape at the apex of the optical fiber, they measured the PL spectra of
individual quantum dots (QDs) and imaged single QDs with a resolution of /6. Based
on the evolution of single dot PL spectra, they were able to identify the emission ori-
gins of individual dots. In addition to the ground-state emission, excited-state and
biexciton emission were observed. In another work reported by Toda et al, the Zee-
man spin splitting in PL spectra from single InAs/GaAs self-assembled QDs was ob-
served [142]. In this work, a low temperature NSOM was used incorporating a super-
conducting magnetic field up to 10 T.

5.5 Limitations and Prospects

SPM methods are in general sensitive and powerful to image surface structures.
The topographic data obtained can be quantitatively transformed to 3D images of the
sample surfaces as long as the radius of probing tips is much smaller than the object
features. In the case of nanoclusters with a size range of 1-20 nm, the images have to
be carefully interpreted since the clusters are in the same size range as the probing tip
or even smaller. In most cases, the measured lateral size of clusters is larger than that
measured with TEM, an effect caused by the convolution of the tip and the cluster.
Many authors used the measured height instead of lateral size to deduce the shape of
the clusters. It was indicated by some authors that the measured height strongly
depended on the adhesion force [143]. The adhesion between the tip and the sample
is determined by the material properties and can be influenced by environment condi-
tions (e.g. humidity) and the tip geometry. Knowledge about adhesion forces between
tip and cluster and that between tip and substrate, as well as the control of environ-
ment conditions, are necessary to evaluate the measured data.

There are no intrinsic limitations of applying SFM to clusters on substrates. The
binding of clusters on substrates, however, has to be strong enough to allow reliable
measurements. Reducing the force exerted by the probing tip is another way to mini-
mize the influence of the scanning procedure, but it is limited by the dimension of the
probing tip and the sensitivity of the detection methods. Suitable combinations of sub-
strates and clusters are also important for measuring local physical properties with
SPM methods on individual clusters.
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The application of SPM methods on nanophased materials can yield valuable infor-
mation of geometric and physical properties of the materials. The local spectroscopic
studies based on the STM and SNOM are expected to be further applied to a variety
of preformed clusters in the future. With the extended use of the instruments, some
other physical properties of nanophased materials may be possible measured locally,
e.g. the dielectric properties of clusters by scanning capacitance microscopy (SCAM)
[89]. The deposition of nanoclusters with probing tips in combination with the litho-
graphic use of the SPM was demonstrated. This offers the possibility to deposit or
move the preformed clusters to desirable positions. The study of self-assembled passi-
vated nanocrystal superlattices (NCSs) with SFM, which was not systematically done
yet, should provide information of the growth of these NCSs on a variety of substrates.
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6.1 Introduction

Nanostructured materials exhibit a host of interesting new phenomena directly
related to their reduced dimensionality. Not only the electronic, magnetic, and optical
properties but also chemical, electrochemical, and catalytic properties of nanostruc-
tured materials are very different from those of the bulk form and depend sensitively
on size, shape, and composition [1, 2]. The large surface-to-volume ratio and the varia-
tions in geometry and electronic structure have a dramatic effect on transport and cat-
alytic properties. For example, the reactivity of small clusters has been found to vary
by orders of magnitude when the cluster size is changed by only a few atoms [3].
Another example is hydrogen storage in metals. It is well known that most metals do
not absorb hydrogen, and even among those that do, hydrogen is typically adsorbed
dissociatively on surfaces with a hydrogen-to-metal ratio of 1. This limit can be signifi-
cantly enhanced in small sizes. Cox et al. [4] showed that small positively charged clus-
ters of Ni, Pd, and Pt generated in molecular beams and containing between two and
60 atoms can absorb up to eight hydrogen atoms per metal atom. The number of
absorbed atoms decreases with increasing cluster size and approaches one for clusters
having around 60 atoms. This shows that small clusters may be very useful in hydrogen
storage devices. Yet another case of the effect of size on properties is observed in
nanophase powders of lithium magnesium oxide, which display threshold catalytic
activity at temperatures much below the bulk limits [5].

In a nanostructured electrode, a large portion of atoms is located at surfaces or
interfaces, dramatically influencing the transport of ionic and electronic defects
through solids. In addition, short-range rearrangement or redistribution of ionic and
electronic defects may cause electrical or chemical polarization; this effect is more
pronounced or even becomes dominant in nanophase dielectric materials. Each inter-
face will polarize in its unique way when the system is subjected to an applied stimu-
lus. Nanocomposites consisting of two or more phases, each having different electrical
properties, may exhibit significant space charge or interfacial polarization. Chemical
polarization results from changes in composition or stoichiometry of a material while
electrical polarization is a consequence of acquiring electric dipoles due to redistribu-
tion of charges or of aligning existing dipoles (e.g., complex defects or defect associ-
ates) in the material. A nanoporous electrode has enormous surface or interface area
for chemical or catalytic reactions. For example, 1 cm? of a 5 um thick film, comprising
primary of 20 nm particles of TiO,, partially sintered together to form a microstructu-
rally stable porous film, would have an actual surface area on the order of 750 cm?.
The high surface-to-volume ratio as well as the very small particle size provide nano-
structured electrodes with unique electrocatalytic and photocatalytic properties [6].
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In porous nanocrystalline electrodes, no significant potential drop seems to be pres-
ent between the center and the surface of an individual semiconductor particle, due to
the very small particle size in combination with a low donor density [7]. Nevertheless,
it has been demonstrated that efficient photocurrent generation can still take place in
this type of electrode, which is explained by the efficient capture of the photoholes by
redox species in the solution [8]. In contrast to dense macroscopic semiconductor elec-
trodes, most efficient photo-induced charge separation in porous nanocrystalline elec-
trodes takes place close to the conductive support [8-11]. Sodergren et al. [10] have
derived a model in which transport of photo-generated electrons in the nanoporous
film is driven by diffusion only. Despite the simplicity of this model, simulations for
the spectral photocurrent response of nanoporous TiO, electrodes are in good agree-
ment with experimental data [7]. The influence of the applied voltage has been intro-
duced into this model by taking into account that the electron concentration in the
conductive support is determined by the applied voltage [10, 11]. Porous nanocrystal-
line metal oxide electrodes have a great potential for many applications, such as dye-
sensitised photoelectrochemical solar cells [7, 12, 13], electrochromic displays [14-16],
fuel cells, chemical sensors, and lithium-ion batteries [17]. The electrochemical proper-
ties of nanostructured materials are critical to the performance of these devices.

In an electrochemical measurement, electrical potential or current can be readily
controlled or measured. To date, various electrochemical methods have been success-
fully used to characterize nanophase materials. In this chapter, we will first introduce
several methods for preparation of nanoelctrodes, then outline a number of electro-
chemical techniques commonly used to characterize the properties of nanophase
materials, and fianlly present a few examples to illustrate how to characterize electri-
cal and electrochemical properties of nanostructured materials using these techniques.
For further details on electrochemical techniques and methods, readers are referred
to a number of excellent review articles and monographs listed in the end of this chap-
ter [18-24].

6.2 Preparation of nanostructured electrode

One of the key challenges in characterizing the electrical and electrochemical prop-
erties of a nanosturctured material is to make an electrical contact to the material to
be studied. In this section, several techniques will be introduced for preparation of
nanostructured electrodes or nanophase materials on a well-defined electrode. The
advantages, together with limitations, of each technique will be discussed.

6.2.1 Powder microelectrode

For analytical and voltammetric applications, microelectrodes are getting increas-
ingly popular [25, 26], largely because of the increasing availability of carbon or metal
fibers and microlithographic techniques. Microelectrode techniques are very versatile
in kinetic studies because of high rates of diffusion flux and less interference by resis-
tive polarization and capacitive currents arising from the double-layer capacitance. To
date, however, the materials used to fabricate microelectrodes are still limited to Pt,
Ni, Au, and carbon [25, 26] because of the need to use ultrafine wires and the heat-
sealing process usually employed in the preparation of microelectrodes. Recently, Cha
et al. [27] have developed a powder microelectrode technique to study the kinetic and
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X

(a)

Glass

Particles to be studied

Figure 6-1. A schematic diagram of a powder microelectrode [27] and (b) an SEM micrograph of a
powder microelectrode packed with graphite particles..

cyclic behavior of various powder materials. Schematically shown in Fig. 6-1a is a pow-

der microelectrode, which can be prepared by etching the tip of a platinum microdisk

electrode (diameter 10-25 um) in aqua regia to form a micro cavity at the tip. The
depth of the microcavity can be controlled by the etching conditions. Nanoparticles

(or agglometrates of nanoparticles) can then be trapped into the microcavity of a

microelectrode by grinding the etched tip on the surface of a flat plate (e.g., glass)

covered with nanoparticles of interest. Microcavities can usually be packed easily and
the powders within the microcavity can be directly, as shown in Fig. 6-1b studied using
various electrochemical techniques.

The use of powder microelectrode offers the following advantages:

1) It is an easy and convenient approach to rapid screening of new electrode materi-
als;

2) It provides valuable information directly from the sample particles to be studied,
without the need of adding additives such as a binder or carbon black. While it has
been mostly used in studying micro-size powders, it can be extended to the study
of nano-size powder electrodes;

3) It offers an averaged behavior of a new material over a large number of particles,
not the sole property of a single particle.

In addition to trapping of nanoparticles into a microcavaty, nanophase materials
(or nanostructured electrodes) can also be prepared in a microcavity using electrode-
position, electrophoretic deposition, sol-gel, or self-assembly processes, which will be
discussed in details below.
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6.2.2 Electrodeposition or electrophoretic deposition

Recent advances have made electrodeposition an attractive approach for prep-
aration of nanostructured materials [28, 29]. Electrodeposition has a number of
advantages over other physical deposition techniques. The rate of deposition is fast;
the process is not equipment-intensive; the low processing temperature (usually room
temperature) minimizes interdiffusion or chemical reaction; the film thickness can be
precisely controlled by monitoring the delivered charge; composition and defect
chemistry can be controlled; films can be deposited onto complex shapes; nonequili-
brium phases can be deposited; and the driving force can be precisely controlled by
adjusting the applied potential. One of the major challenges is to ensure that not only
are the electrodeposited materials small in dimension, but also their size distribution
is relatively narrow. To date, a wide range of nanophase materials have been success-
fully deposited, including metals, alloys, semiconductors, polymers, and ceramics.
Further, nanostructured metal-ceramic composites have been produced from suspen-
sions of nano particles of alumina and metals (gold [30], copper [31], and Ni [32])
using electrophoretic deposition. In this case, it is necessary to form a stable and well-
dispersed suspension of nanoparticles to be deposited.

The successful use of traditional direct-current electrochemical methods for produ-
cing nanostuctures is limited in two ways: (i) the substrate must be conductive and (ii)
the controllable growth occurs only in the direction normal to the substrate. In order
to make 0-, 2-, and 3-dimensional nanostructures the growth must be restricted in
some way, for example, by applying a non-conductive mask. Another approach used
to make electrochemical deposition spatially selective is to create regular (using
lithography) or random arrays of metal nano-electrodes on conducting surfaces, and
deposition will be favored on the conductive surface. Alternatively, one might deposit
mass-selected clusters on a substrate. Here are two examples to show the advantages
of an electrodeposition process.

1) Electrodeposition into nanopores
Nanophase materials have been grown in the pores of nanoporous membranes
such as anodized aluminum or track-etch polymers [33], which have cylindrical
pores of uniform diameter. The pores are used as templates to prepare nanopar-
ticles of desired material. When a polymer, metal, semiconductor, or carbon is
synthesized electrochemically within one of these pores, a nanocylinder of the
desired material is obtained. Depending on the material and the chemistry of the
pore wall, this nanocylinder may be hollow (a tubule) or solid (a fibril). Martin and
coworkers [34] have shown that metal nanotubes can also serve as ion-selective
membranes. The nanotube diameter can be as small as 0.8 nm, and the length of
the nanotube can span the complete thickness of the membrane. These membranes
show selective transport analogous to ion-exchange polymers. The ion permselec-
tivity is thought to occur because of excess charge density that is present on the
inner walls of the nanotubes. Since the sign of the excess charge can be changed
potentiostatically, a metal nanotube can be either cation- or anion-selective,
depending on the applied potential [34].
2) Electrodeposition of nanocomposites

Electrochemical deposition is a very attractive processing route for the synthesis of
composite materials. The low processing temperatures allow codeposition of mate-
rials (ceramics, metals, polymers, semiconductors) that would not tolerate each
other at high temperatures necessary for traditional processing, such as sintering,
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vapor-phase processing, or solidification used to fabricate composites. A simple
approach is to suspend particulate material in a plating electrolyte and codeposit
this with a desired metallic matrix. This can be accomplished both by electroless
deposition and by electroplating. Commercial applications of this approach include
codeposition of alumina, silicon carbide, or diamond with a metal such as nickel
[35]. The key challenge in this approch is to prevent agglomeration of the particles
prior to codeposition.

Another electrochemical scheme for preparation of composites is electrochemical
infiltration. Recently, Sheppard et al. has successfully used an electrochemical infiltra-
tion process to fill the pores (about 5 nm) of a silica xerogel film with nickel [36]. In
this manner, room temperature processing was used to synthesize three-dimensionally
interconnected nanoscale networks of metal and ceramic.

6.2.3 Formation of nanoparticles in polymers

Inorganic nanoparticles have often been prepared with an auxiliary medium, such
as surfactant, the interface of monolayers and bilayer lipid membranes, polar head-
groups of Langmuir-Blodgett films, clays and zeolites. One of the primary objectives
of the various synthesis techniques is to control the particle size either by spatial
restrictions, such as size of pores and entities in the media, or by reaction kinetic. Sta-
bilizing nanoparticles is critical. The use of conducting polymers as matrices for nano-
particles not only enhances the stability, the interactions of nanoparticles with the
macromolecules may also result in anomalous physical and chemical properties. A
number of approaches used for preparing nanoparticles in a polymer matrix are
briefly described below .

A popular method is a two-step, in-situ generation of nanoparticles in a polymer
matrix. The first step is the incorporation of a metal ion in a polymer matrix by
immersion of the polymer in an aqueous solution containing the metal ions. The
second step is the formation of the particles in the polymer matrix by reacting the
metal ions with a proper reducing agent. An example is the formation of CuS particles
in poly(vinyl alcohol)-poly(acrylic acid) matrix [37]. The polymer mixture is first
immersed into a CuSO,4 aqueous solution, where the acidic groups of poly(acrylic
acid) serve as complexation sites for Cu®" ions. Subsequently, the Cu®" ions in the
polymer matrix are reduced using Na,S to form CusS particles (about 10 nm). Another
similar approach is the preparation of nanoparticle particulate film. In this method, a
polymer monolayer (instead of surfactant) is spread on an aqueous solution of metal
salt, e.g., Cd, Zn, and Pb ions. Injection of a reactant gas (e.g., H,S) into the gas-phase
of the enclosed system [38] initiates particle growth. The polymer monolayer provides
a matrix for the size-controlled growth of semiconductor particles that can be trans-
ferred, essentially intact, to a solid substrate. CdS particles were formed in the poly-
(styrenephosphonate diethyl ester) (PSP) particulate monolayer using this approach.

Another widely used method is via polymerization of colloidal solutions containing
metal ions and monomers. The particle size can be controlled by the reaction temper-
ature and properties of the colloidal solution, thermal coagulation, and Ostwald ripen-
ing. As an example, polymerization of Pb(MA), (lead methylacrylic acid) with styrene
[39] has been used to form PbS nanoparticles in the polymer. Since there are two C=C
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bonds in each Pb(MA), molecule, it is easier to copolymerize with styrene to form
Pb-polymer microgel. This was subsequently treated with H,S gas to obtain PbS nano-
particles in the polymer matrix.

Ion exchange is another useful method to prepare organic polymer and inorganic
soild nanocomposite. Polymers such as Nafion or Surlyn have cation-exchange sites
where metal ions, such as Cd** or Pb**, can be introduced into the polymer matrix.
Treatment of such ion-exchanged films with chalcogenide sources results in precipita-
tion of nanoparticles of compound semiconductors within the hydrophilic regions of
the polymer. This method has been extended to synthesize layered semiconductor
clusters such as CdS [40] as well as magnetic particles such as Fe,Os [41].

A somewhat different approach has been explored by Schrock and coworkers [42]
using direct incorporation of the metal ion Pb** into monomer units that eventually
become part of a norbornene-derived copolymer following ring-opening metathesis
polymerization (ROMP). Again, the polymer is designed to have carefully phase-sep-
arated and closely size controlled regions of high and low hydophobicity, and the
semiconductor PbS is precipitated in the latter regions by exposure to H,S from the
gas phase.

Yet another approach is a hybrid of the polymer isolation and the surface-capped
cluster or colloid approaches. In this method, a well-defined semiconductor cluster or
colloid is prepared by the conventional capping techniques and dissolved in a solvent
along with a soluble polymer. This mixed solution may then be deposited (e.g., by spin
coating) onto a substrate and dried to produce a polymer film doped with the semi-
conductor clusters. This simple approach has provided some new examples of interest-
ing photoconductive composites by using a photoconductive polymer such as polyvi-
nylcarbazole (PVK) doped with clusters such as CdS [43].

6.2.4 Electrochemical self-assembly

Among various approaches used to prepare nanostructured electrodes or devices,
such as crystal growth, ion implantation, and vapor phase molecular epitaxy, self-
assembly is considered to be a very attractive method.

Molecular self-assembly uses the interactive forces of solid state lattice structures,
chemical bonds, and van der Waals forces to form larger aggregates of atomic or mo-
lecular units with specific geometries, potentially leading to the design of a wide vari-
ety of nanostructures. This approach can be used to make nanostructures that are
identical to one another (a truly monodisperse sample size).

Self-assembly of nanoparticles to the oppositely charged substrate surface is gov-
erned by a delicate balance of the adsorption and desorption equilibria. For example,
the objective of immersion is to achieve efficient adsorption of one (and only one)
monoparticulate layer of nanoparticles onto the oppositely charged substrate surface.
It is equally important to prevent the desorption of the nanoparticles during the rin-
sing process. The optimization of the self-assembly in terms of maximizing the adsorp-
tion of nanoparticles from their dispersions and minimizing their desorption on rin-
sing requires the judicious selection of stabilizers and the careful control of the
kinetics of the process. The self-assembly of CdS and PbS nanoparticles was found to
be most efficient, for example, if the semiconductor particles were coated by a 1:3
mixture of thiolactic acid and ethyl mecaptane [44].
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Let’s take the self-assembly of alternating layers of polyelectrolytes and inorganic
nanoparticles as an example to illustrate a layer-by-layer self-assembly process. First,
a well cleaned substrate is primed by adsorbing a layer of surfactant or polyelectrolyte
onto its surface. The primed substrate is then immersed into a dilute aqueous solution
of a cationic polyelectrolyte, for a time optimized for adsorption of a monolayer,
rinsed, and dried. The next step is the immersion of the polyelectrolyte monolayer
covered substrate into a dilute dispersion of surfactant coated negatively charged
semiconductor nanoparticles, also for a time optimized for adsorption of a monoparti-
culate layer, rinsed and dried. These operations complete the self-assembly of a poly-
electrolyte monolayer — monoparticulate layer of semiconductor nanoparticle sand-
wich onto the primed substrate. Subsequent sandwich units are deposited analogously.

6.2.5 Mesoporous electrodes

Since the discovery of a new class of mesoporous aluminosilicates (M4S1) [45a],
particularly MCM-41 having pores controllable from 2 to 10 nm and surface area
greater than 700 cm?/g, various mesoporous materials have been prepared using a lig-
uid-crystal templating (LCT) mechanism. In particular, structures for chemically-
selective catalysis or for fast charge and mass transport can be tailored by adjusting
the electrostatic and steric properties of the surfactant molecules and the compensat-
ing ions as well as other processing parameters. This provides a unique way to prep-
aration of novel mesostructures difficult to prepare otherwise. Recently, mesoporous
SnO,, TiO,, and Sn-TiO; have been successfully prepared using LCT mechanisms for
electrochemical applications [45b].

6.2.6 Composites electrodes consisting of nanoparticles

To evaluate nanophase materials as active electrode materials for lithium batteries,
electrochemically functional composite electrodes consisting of the nanoparticles
must be prepared. Lithium intercalation compounds, such as LiNiO,, LiCoO,,
LiMnO,, and various forms of carbon, have been extensively studied for lithium-ion
batteries. Traditionally, nanoparticles of active electrode materials are mixed with an
organic binder (e.g., PTFE) and a conductive additive (e.g., carbon black) to form a
composite electrode, which is then subjected to various electrochemical testing to
characterize the electrochemical behavior. Detailed procedures can be found else-
where [46-49].

The difficulty associated with this traditional approach, however, is that it is not
clear how the binder and the additive may influence the electrochemical properties of
the electrochemical properties of the active nanoparticles in the composite. The per-
formance of this composite electrode is influenced sensitively by many factors. For
example, if the amount of carbon black is not sufficient or not well dispersed, the
materials might be excellent. Accordingly, the study may not be conclusive. Further,
the cycling of a redox composite electrode is very time-consuming because of low dif-
fusion coefficients of Li* ions inside the solide phase. However, this method is still
widely used in study of electrode materials for battery applications simply because
there are no other alternatives.
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6.3 Principles of electrochemical techniques

Both steady-state and transient techniques have been used to determine the electri-
cal and electrochemical properties of nanophase materials,. In a steady-state experi-
ment, a constant current or potential is applied while the steady-state response of the
material is monitored. In a transient experiment, the system is perturbed from an
equilibrium or a steady state and the relaxation of the response of the system, such as
current, potential, charge, impedance, optical reflectance, or other measurable proper-
ties of the system, is monitored as a function of time. In many cases, the experimental
conditions are created under which the rate of the system response is controlled only
by the process to be studied. In a potential step method, such as chronoamperometry
or chronocoulometry, the experimental conditions are set up so that the system
response is controlled completely by diffusion of electroactive species in order to
determine the diffusivity of the electroactive species. In this chapter, several tech-
niques for determination of electrical and electrochemical properties will be dis-
cussed.

6.3.1 Impedance spectroscopy

Impedance spectroscopy (IS) has emerged as a powerful experimental tool in the
study of electrical, electrochemical, and catalytic properties of materials, including
transport of ionic and electronic defects, dielectric polarization, electrode kinetics,
and other bulk or interfacial phenomena in various material systems [50].

6.3.1.1 Definition of impedance functions

In an impedance measurement, a linear system is perturbed by an applied small-
amplitude alternating stimulus (e.g., a voltage) of angular frequency o,

V(w) = Vy exp(jot) (6-1)

In responding to this periodic disturbance, the system will relax to a new pseudo-
steady state. The response of the system (e.g., the current) will be at the same fre-
quency of the perturbation, but may lead or leg behind the perturbation by a temporal
phase angle 6,

() = Iy exp[j(wt + 0)] (6-2)

The ratio of the alternating voltage to the alternating current is defined as the
impedance transfer function (in ohms) of the linear system,

V()
I()

Impedance function is in general a complex function; the real part of impedance,
Re{Z} = Z’, characterizes the long-range transport (irreversible, energy dissipation

processes) while the imaginary part of impedance, Im{Z} = Z”, characterizes polariza-
tion or magnetization (reversible, energy storage processes) in materials.

Z(w) = =Re{Z(w)}- jIm{Z(w)}=Z'() - jZ"(») (6-3)




Electrical and Electrochemical Analysis of Nanophase Materials 173

In addition, several other transfer functions related to impedance are often used.
For instance, the reciprocal of the impedance function is called admittance function,
Y(w) = [Z(w)] ™. The ratio of the alternating electric induction, D(w), to the alternat-
ing electric field, £(w), is defined as the dielectric permittivity transfer function of a
linear system,

gr(a))_ 5((’0)

B eOE(a))

where ¢ is the absolute permettivity (or the permittivity of free space) and ¢, is the
relative permittivity of the material under study.

The real part of the relative permittivity, Re{e,}=¢,, also called dielectric constant,
characterizes the energy storage property of the material and depends in general on
frequency. In fact, it is possible to determine the contributions of each polarization
mechanism (electronic, ionic, dipole, and space charge polarization) from the fre-
quency dependence of dielectric constant. In contrast, the imaginary part of the rel-
ative permitivity, Im{e,} = ¢,” , characterizes the energy dissipation in the material due
to relaxation of dipole and space charge polarization and to resonance of ionic and
electronic polarization in the material. In fact, the AC conductivity of a dielectric
material can be expressed as,

=Rele, (0)| - jImle, (w)} = &/ (w) - je!(w) (6-4)

6 () =we"(w) (6-5)

and the loss tangent is defined as

" "

tand =& =&- -
and = £ =& (6-6)

r

where 0 is the temporal phase angle between the charging current and the total cur-
rent. Both tan ¢ and ¢,” reach a local maximum at each characteristic frequency for
relaxation or resonance of dipoles in the material. Further, the reciprocal of the per-
mittivity function is known as modulus function, M,(®) = [¢, (w)]™".

These functional correlations completely characterize the dynamic electrical char-
acteristics of a linear system. The measurement and analysis of each of these transfer
functions in a wide frequency range is called impedance, admittance, permittivity, and
modulus spectroscopy, respectively. All of them are also generally referred to as
immittance spectroscopy. These transfer functions are interrelated as follows,

Z() = 1 _ 1 :%(w)
JjoCe, (w) Yw) joC

where C,, the capacitance of the empty cell used for transfer function measure-
ment, is given by

(6-7)

o

C, =g,

o

(6-8)

Ul

for a cell with two parallel electrodes of area A separated by a distance d. Thus,
once one transfer function is determined, the other transfer functions can be calculat-
ed. All of them are important because of their different dependence on and dispersion
with frequency. The analysis of one particular transfer function may offer better res-
olution in determining certain material properties. In general, analysis of impedance
functions is convenient for conductors (dominated by transport) while analysis of per-
mittivity functions is convenient for dielectrics (dominated by polarization). However,
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we shall take the general term, impedance spectroscopy (IS), to stand for the meas-
urement and analysis of some or all of the four transfer functions, i.e., immitance spec-
troscopy.

6.3.1.2 Basic assumptions

The fundamental assumption for impedance spectroscopy is that the response of
the system is linear, time-invariant, and finite in the entire frequency domain. The
assumption of linearity requires that the response of the system is independent of the
amplitude of the applied alternating perturbation. Experimentally, the amplitude of
the applied alternating perturbation should be sufficiently small to ensure the linearity
of the system, particularly for systems involving interfacial reactions, which are highly
non-linear in nature. The assumption of time-stability implies that the system is
unchanged during impedance measurement. For dynamic systems or non-stationary
systems, such as corrosion, impedance data should be acquired as fast as possible to
minimize the effect of time-instability on the validity of impedance data. The response
of the system is assumed to be finite and contains no singularities in the entire fre-
quency domain, including the points where w—oo and w—0.

While it is a basic assumption that the response is caused only by the alternating
perturbation, the impedance of a system can be acquired not only in an equilibrium
state (V = 0 and I = 0) but also in a steady state under the influence of a DC polariza-
tion (i.e., V # 0 and I # 0). That is, the system is perturbed by a small-amplitude alter-
nating perturbation (V or I) superimposed on a steady-state DC polarization (V or I).
In other words, the current and voltage can be described as

I=1+1 (6-9a)

[=V+V (6-9b)

However, the impedance functions measured in a steady state depend, in general,
on the amplitude of the DC polarization, |V] or || (or the conditions of the steady
state) although they are independent of the amplitude of the alternating perturbation,
[V] or |I]. The effect of a DC polarization on transfer function is more pronounced for
non-linear processes, such as electrochemical reactions at an interface. [51] In fact, the
impedance arising from an electrochemical reaction obtained under different degree
of DC polarization can be used for construction of Tafel plots, from which anodic and
cathodic transfer coefficients can be determined. [52]

6.3.1.3 The validity of impedance data

The linearity, time-stability, and causality of a system can be verified by applying
the Kramers-Kronig (K-K) transformations to the impedance data. The real and the
imaginary part, or the phase and the amplitude, of a valid transfer function are inher-
ently related by the K-K relations (Hilbert integral transform) [53-55],
2w 7 Z'(x)-Z'(w)

f g ¥ (6-10a)

Z"(w) =

T %
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Z'@)—2"(x0) = 2 TxZ"(x)—wZ"(w)dx

P J o’ (6-10b)
%In|Z
6(w)=2 [ “2‘ (x)z‘dx (6-10c)
T X —@

0

A set of impedance data is invalid unless the calculated imaginary part of the impe-
dance data from the real part of the impedance data using the K-K transformations
matches the experimental data.

6.3.1.4 Equivalent circuit approximation

Under the conditions valid for impedance spectroscopy, the electrical behavior of
an electrochemical system can be approximated by an equivalent circuit. The analogy
between an equivalent circuit and an electrochemical system rests on the assumptions
that (i) it is possible to model the electrochemical system with a series-parallel combi-
nation of linear passive elements, (ii) each circuit element is associated with an inde-
pendent physicochemical process or property, and (iii) it is possible to determine the
unique value of the elements from the impedance response.

Consider a simple electrochemical system, a pure ionic conductor (electrolyte) of
thickness, d, sandwiched between two electronically conductive electrodes (of area
A). Under the assumption that specific adsorption of reactants and products is absent
and that there are no complications due to the ionic double layer and mass transfer,
an equivalent circuit as shown in Fig. 6-2 can be used to approximate the electrical
behavior of the simple electrochemical system, where R, represents the resistance to
the motion of ionic defects through the bulk phase of the electrolyte, Cq4 the double-
layer capacitance, R, the resistance to charge transfer at the electrolyte-electrode inter-
faces, and Z,, the impedance to mass transfer in the vicinity of the electrolyte-electrode
interfaces. The impedance (in ohm-cm?) of each element can be expressed as [56],

R, = oi, (6-11a)
R,= RT( ! Jl (6-11b)
Fla,+o,.)J,

tanh | jo (L2 / D
Z, =R, w (6-110)
VJjo(L; /D)

m
Figure 6-2. An equivalent circuit for a simple cell consisting

Cdl
Rct Z of an electrolyte (a pure ionic conductor) and two identical
W electrodes.



176 Liu

06 07
05 | (@ +os
T 105
E 041
S s 104
N 103
& 02 102
|
0.1 1 101
0 1 ‘ K 0
10E-01 10E+01 10E+03 10E+05
Frequency, Hz

Phase, degree

(b)

£
o]
)
E
0
0.5

T

15

25

Real part, Re{Z, Ohm}

3.5

Figure 6-3. (a) Bode and (b) Nyqist presentation of an impedance response of the circuit shown in Fig.
6-2 when the rate of mass transfer is much faster than the rates of other processes occurring in the cell
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The last expression represents the impedance arising from transport or diffusion of
electroactive species through a Nernst diffusion layer of thickness L, with a diffusion
coefficient D (Nernst’s hypothesis). The mass transfer time constant is L.2/D and the
steady state mass-transfer resistance is R,,,; = EI_I}O Zy.

In the simplest case, when the rate of mass transfer is much faster than the rate of
other processes occurring in the system, Z,, may be neglected and the corresponding
impedance function is shown in Fig. 6-3 in two different presentations, (a) Bode and
(b) Nyqist plot. When the rate of mass transfer in the vicinity of the electrolyte-elec-
trode interfaces affects the rate of other processes or the overall process, Warburg
impedance Z,, can no longer be neglected in impedance analysis. Shown in Fig. 6-4
are impedance functions of the system with different assigned values for each circuit
element illustrating the effect of Warburg impedance Zy on the overall impedance
response of the system, Z. When R, = R, as shown in Fig. 6-4(a) or R,,;, >> R, as
shown in Fig. 6-4(b), the overall impedance response of the system, Z(w), is dramati-
cally influenced by the mass transfer time constant (L2/D) or the Zy. When R,,, <<
R, as shown in Fig. 6-4(c), however, the mass transfer time constant (L%/D) or Zy
has little effect on the overall impedance response of the system, Z(w). In addition,
Fig. 6-4 also demonstrates that the Warburg impedance is dramatically influenced by
diffusivity of electroactive species and the thickness of a diffusion boundary layer
(L4), implying that impedance spectroscopy can also be used to determine the diffu-
sion coefficients of electroactive specices.

6.3.1.5 Applications

With modern electronics, impedance spectra can be readily obtained in the fre-
quency range from 10 to 10’ Hz. As a non-destructive method with high accuracy
and reproducibility, impedance spectroscopy has been widely used as an in-situ tech-
nique to elucidate electrode kinetics and reaction mechanisms, to monitor electrical
behavior of various materials, to separate the interfacial polarization from bulk
response, to separate one process from another if their relaxation time constants are
sufficiently different, and to separate ionic from electronic conduction in mixed ionic-
electronic conductors (MIECs) [1, 57].

While its principle of operation is simple, the interpretation of an impedance spec-
trum can be extremely difficult, particularly when multiple relaxation processes are
present and their time constants are not sufficiently different to permit deconvolution
of the spectrum. In this case, the best approach is to simplify the system under study
as much as possible through careful cell design, including the insertion of reference
electrodes. For example, a four-probe impedance measurement may make it possible
to acquire the impedance response of only one component or one interface of a test
cell, not the overall response of the whole cell, significantly simplifying the analysis
and interpretation of impedance data while improving the reliability of impedance
analysis.

In an impedance measurement with three or more electrodes, the alternating per-
turbation is applied to the entire cell whereas the response of only a particular part of
the cell, or a particular process occurring in the cell, is acquired.
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6.3.2 Potential sweep method

Linear sweep voltammetry (LSV) or cyclic voltammetry (CV) is often the first
method chosen by an electrochemist to study a new material for electrochemical and
electrocatalytic applications. In LSV, the potential is ramped from an initial to a final
value at a constant scan rate while the corresponding current is monitored. A linear
sweep voltammogram is then just a plot of the measured current vs. the applied poten-
tial. In cyclic voltammetry, the potential is swept back and forth between two chosen
limits while the current is recorded continuously. In either case, the potential E is
usually changed linearly with time, i.e.,

E=E; +vt (6-12)

where E; is the initial potential at ¢ = 0, which is chosen in a range where no faradaic
process takes place, and v is the scan rate, dE/dt.

Shown in Fig. 6-5 is a typical experimental arrangement for LSV and CV measure-
ments using a powder microelectrode. The electrochemical cell consists usually of a
vessel that can be sealed to prevent air entering the solution, with inlet and outlet
ports to allow the saturating of the solution with an inert gas, N, or Ar. The removal
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CE Figure 6-5. A schematic experimental arrangement
Powder for a potential-sweep (e.g., linear sweep voltammetry

. RE and cyclic voltammetry) measurement using a micro-
microelectrode electrocde.
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of O, is usually necessary to minimize or eliminate currents due to the reduction of
O, which may interface with the measurement. A standard cell configuration consists
of three electrodes immersed in an electrolyte: the working electrode (WE), counter
electrode (CE), and reference electrode (RE). The potential at the WE with respect
to the RE is controlled by a potentiostat, which is usually interfaced with a computer.
In addition to linear sweep voltammetry, various waveforms may be superimposed on
the potential at the WE; the current flowing between the WE and CE is measured.

When LSV or CV is used to study a system for the first time, it is usual to start by
carrying out qualitative experiments in order to get a feel for the system, before pro-
ceeding to semi-quantitative and finally quantitative ones from which thermodynamic
and kinetic parameters may be calculated. In a typical qualitative study it is usual to
record voltammograms over a wide range of sweep rates and for various range of
sweep potential. Commonly, there will be several peaks, and by observing how these
appear and disappear as the potential limits and sweep rate are varied, and also by
noting the differences between the first and subsequent cycles, it is possible to deter-
mine how the processes represented by the peak are related. At the same time, from
the sweep rate dependence of the peak amplitudes the role of adsorption, diffusion,
and coupled homogeneous chemical reactions may be identified. The difference
between the first and the subsequent cyclic voltammograms frequently provides useful
mechanistic information.

Consider a redox reaction

O+ne” = R (6-13)

occurring at the surface of a nano-structured electrode, a typical cyclic voltammo-
gram of this reaction is shown in Fig. 6-6. The anodic current can be expressed as [18,

58]
e
I‘ I

Figure 6-6. A schematic cyclic voltammogram
expected form a reversible electrochemical reac-
tion (O + ne” = R) having a standard reduction
potential E°. E is the potential of the WE with
respect to the RE and 7 is the current passing
through the CE and the WE.
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D, F
1=nFAck' " y(o1) (6-14)

where A is the area of the electrode, cg" is the bulk concentration of R, n is the
number of electrons transferred in the reaction, D is the diffusion coeffcient of R, v
is the scan rate and y(of) is a tabulated number that is a function of the electrode
potential and contains the variation of the potential with time.

The relationship between the peak current and the concentration of the electroac-
tive species for the anodic and cathodic peak current, I, , and I, , is

Ipa = 0.4463nFA c” (FIRT)"*v'?Dg"? (6-15)

I, = —0.4463nFA co” (FIRT)*v'?D ' (6-16)

the dependence of the peak current on v’ is indicative of diffusion control.

A cyclic voltammogram is characterized by (i) the amplitude of the separation of
the potentials at which the anodic and cathodic peak currents occur, AE = E, , — Ej .,
and (ii) the half wave potential, E1),, the potential mid-way between the peak poten-
tials. For a reversible system, the value of AE is about (0.057/n) V at 25 °C and inde-
pendent of scan rate, though it is found in practice that AE increase slightly with v.

The half wave potential is related to E° by
172

s (7))

At the other kinetic extreme, a voltammogram such as the one shown in Fig. 6-7
represents a completely irreversible reaction. For example, O + ne” — R where R
cannot be re-oxidised to O (or anything else). In such a case, the (cathodic) peak cur-
rent is given by

Ihe=-2.99 x 10°8 A ¢" D*'? (6-18)

and the potential at which this peak current occurs is
1/2

E, = E°— (RTIBF)[0.78+In (Dk ) tIn (ﬂFV> 12] (6-19)

7
{k

Figure 6-7. A schematic cyclic voltammo-
gram expected from an irreversible process
(O +ne”—R).
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where f8 is an asymmetry parameter for a electrochemical process, and k° is stand-
ard rate constant.
For such an irreversible reaction, it can be shown that

|Ey - Eypnl = 1.857 % (6-20)

and f§ can thus be obtained from the separation of peak potential and half-peak
potential. Thus, CV can be used to indicate whether a reaction occurs, at what poten-
tial and may indicate, for reversible processes, the number of electrons taking part
overall. In addition, for an irreversible reaction , the parameters n and f can be
obtained.

In the case of the reversible system discussed above, the electron transfer rates at
all potentials are significantly greater than the rate of mass transport, and therefore
Nernstian equilibrium is always maintained at the electrode surface. In fact, it is quite
common for most of real electrochemical reactions that they are reversible at low
sweep rates to become irreversible at higher ones after having passed through a region
known as quasi-reversible at intermediate values. At low potential sweep rates the
rate of electron transfer is greater that that of mass transfer, and a reversible cyclic
voltammogram is recorded. As the sweep rate is increased, however, the rate of mass
transport increases and becomes comparable to the rate of electron transfer. The
most noticeable effect of this is an increase in the peak separation. Diagnostic tests
for a system in the reversible, irreversible, and quasi-reversible conditions are given in
Table 6-1 to 6-3 [59].

Table 6-1. Diagnostic tests for cyclic voltammograms of reversible processes at 25 °C [59]

1. AEp = Ep* - EC =30 mV

2. |Ep - Ep/2| = % mV
A

=
P

CIpoc V2

. Episindependent of v

N L AW

. At potentials beyond Ep, I o« t

Table 6-2. Diagnostic tests for cyclic voltammograms of irreversible processes at 25 °C [59]

1. No reverse peak

2. ¢ x v'?
3. EpC shifts 30/ ac n,, mV for each decade increase in v
4, |EP - EP/2| = %m\/

Table 6-3. Diagnostic tests for cyclic voltammograms of quasi-reversible systems [59]

1. |Ip| increases with v’ but is not proportional to it
A

I
2. |I%| =1 provided oc = op = 0.5
P

3. AEp is greater than 59/n mV and increases with increasing v;
4. EpC shifts negatively with increasing v
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6.3.3 Potential step method

In a potential step experiment, the potential of the working electrode, with respect
to a reference electrode, is stepped from a rest potential (at which there is no signifi-
cant faradaic processes take place) to a potential at which the rate of the overall reac-
tion is controlled completely by the mass-transport of electroactive species while the
current response or the cumulative charge is recorded as a function of time. Chron-
oamperometry and chronocoulometry are two examples of potential-step techniques.
The potential may be either positive or negative with respect to the reference elec-
trode in order to cause, respectively, an oxidation or reduction reaction to take place.
For a planar electrode the relaxation of diffusion-limited current is described by the
Cottrell equation [60]

« |D
Id:—l’lFACO 757;) (6-21)

where I, is the diffusion-limited (cathodic) current for the reduction of O. Thus, a
plot of I, vs. t* will yield a straight line and slope of the line can be used to deter-
mine the diffusion coefficient of the electroactive species, Do. It is important to note
that the data should be collected over a wide time range to ensure the reliability of
data. Usually, relaxations over 1 ms to 10 s are commonly recorded for analysis. In
some cases, such as the study of solid-state diffusion in a nanophase material, current
relaxation over a longer time should be acquired.

A somewhat more elaborate variation of the chronoamperometric technique is the
symmetrical double potential step experiment where the potential is returned to its
initial value after the potential was stepped at a potential for a period of time, 7. An
example of the application of the double potential step technique to a mass transport
controlled electrode reaction is shown in Fig. 6-8. If both the oxidized and reduced
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Figure 6-8. Double potential-step chronoamperometric response for an one-electron oxidation and
reduction of O + " = R.
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forms of the redox couple are stable and the potential to which the working electrode
is returned on the reverse step (which is the initial potential in the symmetrical case)
is sufficient to result in a mass transport limited oxidation or reduction of the species
produced by the first potential step, then the current obtained on the reverse step, i,,
is given by [18]

i, = nFAD,"? c," n V[1/(t=1)"-1/1"?] (6-22)

Note that the current is negative if the second or reverse potential step results in an
oxidation process and that D, refers to the diffusion coefficient of the species initially
present in solution (the oxidized species in this case). For an uncomplicated redox
reaction, the ratio of the current that results from the forward step to the current pro-
duced by the reverse step is [18]

-1/ if: [tr/ (tr - T)] - [lf/ tr] (6'23)

where #; and ¢, are the periods of time over which the potential was stepped at the
forward and reverse direction, respectively. A plot of —- versus -- Ly + constructed from

the data in Fig. 6-8 is shown in Fig. 6-9. The beauty of the double potentlal step tech-
nique is similar to that of other reversal techniques like CV with current reversal; it
can be used to probe the stability or reversibility of an electrogenerated redox couple.
This is very important to electrode materials for rechargeable batteries. Variations of

E—’from theoretical values can often be used to obtain kinetic data as well as diagnostic

ijlclformation about a redox process. This technique is better suited than CV for study-
ing quasi-reversible electron transfer reactions with coupled homogeneous chemical
reactions because the magnitude of the applied potential steps can often be adjusted
so as to render the electrode process mass transport limited.
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Figure 6-9. Plot of the chronoamperometric current ratio as a function of i, / .
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A variant of double potential step chronoamperometry that is often used to study
adsorption is double potential step chronocoulometry [18]. Because cumulative
charge (determined by the electronic integration of the current) is recorded as a func-
tion of time in chronoamperometry, and the influence of double layer charging pro-
cess at the beginning of the potential step on the total charge will rapidly becomes
negligible at a long time, the value of K can therefore be measured at quite long times.
This permits rate constants perhaps an order of magnitude greater to be determined
from charge, rather than current measurements (e.g., chromoamperometry) [61, 62].
Under semi-infinite conditions, the chronocoulometric response in the forward direc-
tion can be expressed as

2nFAD)*Ct"?

9, (t<t)=0,+ STE R (6-24)
and the charge removed in the reverse direction can be expressed as
2nFAD)*C;
0,(t>7)=0y + =2 [r"> +(t-v'") 1" (6-25)
T

where O is the charge due to double layer charging and 7 is the forward step dura-
tion time.

The cumulative charge due to electrolysis of the electroactive species at a diffusion-
controlled rate in the forward and reverse direction can be expressed as

2nFAD?C) |,
—_— 1

o(r<7)= 7 (6-26)
and
1/2 %
olt>7) :%[ﬂ” —(z -7 ”2)] (6-27)
T

A typical Q vs t transient of double potential-step chronocoulometry is shown in
Fig. 6-10.
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t Figure 6-10. A typical response for a double-
(ms) step chronocoulometric experiment.
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6.3.4 Controlled-current techniques

Most studies of the insertion (extraction) of lithium ions into (from) an intercala-
tion compound have been focused on the diffusion of lithium ions within the com-
pound. Since the rate of solid-state diffusion is relatively slow, the overall charge or
discharge rate of a Li-ion battery is often determined by the diffusion of Li" ions in
the intercalation compounds. Thus, the chemical diffusion coefficient of Li* ion (Dy;")
in an intercalation material (e.g., LiuMn,0O4 nanoparticles) is a critical parameter that
determines the powder density of batteries based on them. The values of Dr;* can be
determined using several methods, including galvanostatic intermittent titration tech-
nique (GITT) [63], current pulse relaxation (CPR) [64], chronoamperometry (CA),
impedance spectroscopy [65], and electrochemical permeation method [66]. The re-
ported values of D;* in Li,Mn,Oy, are rather scattered, varying from 107 to 10™° cm?
s7!, depending on the way in which MnO, was prepared and on the characterization
technique employed. To obtain Dy;" using first three methods discussed above, one
has to know the real surface area of the sample (A), and in some cases, the variation
of the open-circuit potential with lithium concentration (dV,./dx) [67]. Unfortunately,
precise determination of A and dV,/dx is difficult, particularly in the case of porous
electrodes; this is why there is a large discrepancy in the reported diffusivity data.

6.3.4.1 Galvanostatic intermittent titration technique (GITT)

GITT combines transient (current relaxation) and equilibrium (coulometric titra-
tion) measurements, as schematically illustrated in Fig. 6-11. In a typical GITT experi-
ment, galvanostatic currents are applied to a test cell for a time interval = to produce
a change in stoichiometry of the electrode material. After such a titration pulse, a new
equilibrium voltage will be established. The charge and discharge currents are select-
ed so that a change in lithium content from x = 0 to x = 1 (Ax = 1) for a insertion
electrode material (e.g., LiyMn,0O,) would occur for a limited time (e.g., 40h). Apply-
ing a constant current to the cell composed of the intercalated electrode during a short
time (e.g., 1800s) upon charging, the resulting cell potential transients are recorded.
After interruption of the current pulse, the decay of the open-circuit potential is fol-
lowed with time until the fluctuation of the open-circuit potential falls below 0.01V vs.
Li/Li*. This potential value is just recorded as an electrode potential. The application
and interruption of the constant current continue until the lithium content x reaches
0.4, after which the measurement is performed in the reverse direction, i.e., dischar-
ging, until x vanishes. Similar to the charge curve, the resulting cell potential transients
and electrode potentials are obtained.

In a GITT measurement, there are no limits on the initial and boundary conditions
for Fick’s second law and hence a linear relationship between the potential and the
square root of time is expected in a short time range of the galvanostatic potential
transient. The chemical diffusion coefficient of lithium ions in the LizMn,0O, electrode
of planar symmetry can be calculated as a function of intercalated lithium content
from GITT curve, as follows [63],

, (dE)

A 2
.;i Vo -4, rec L (6-28)
Eom\ zFA dE "

dt
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Figure 6-11. Principles of GITT for the evaluation of the thermodynamic and kinetic data of electrodes.

where V,, is the molar volume of the electrode material (cm® mol™), z the valence
of lithium ion (z = 1), F the Faraday constant, A the electrochemical active area of the
electrode-electrolyte interface, I, the applied constant current, (d£/dx) the slope of
the coulometric titration curve, and (dE/dv/f) the slope of the E versus square root of
time curve.

Another advantage of this technique is that it can determine the partial conductiv-
ities due to the motion of a minority ionic defect in a predominatly electronically con-
ducting electrode. The partial ionic conductivity of a mixed ionic-electronic conductor
can be calculated from the concentration and the diffusion coefficient of ionic defect
together with the variations of the steady-state and transient voltage [68].

In addition, GITT provides the possibility to determine many other kinetic and
thermodynamic parameters of the electrode as a function of stoichiometry [63], in-
cluding partial ionic conductivity, electrical ionic mobility, Gibbs free energy of forma-
tion, et. al.

6.3.4.2 Current pulse relaxation (CPR) technique [64]

The chemical diffusion coefficients of lithium ions in Li,Mn,0O, cathodes can also
be measured using current pulse relaxation techniques in a two-electrode electroche-
mical cell:



Electrical and Electrochemical Analysis of Nanophase Materials 187

Li | IM LiClO,4 in PC | LiMn,0y4

The cell is first galvanostatically charged to 4.5 V vs. Li/Li* and then is discharged
galvanostatically to a given lithium composition, x, at a constant current density (e.g.,
0.1 mA cm™). At each composition, lithium is injected into the cathode by a constant
current pulse (e.g., 0.5 mA cm™) for a short period of time (e.g., 10s). The diffusion
coefficient of lithium ion can be calculated from the decay rate of the transient volt-
age using the following equation,

. 2
pyo |TulE/d) i / (6-29)
nFA  AE/A(E?)

where dE/dx is the slope of the equilibrium potential-composition curve, i the
intensity of current pulse, = pulse duration, and AE/A(r"/?) the slope of the plot of the
relaxation potential versus r /% after the current pulse is interrupted. The quasi open-
circuit voltage (OCV) curves of the cells can be measured using a galvanostatic inter-

mittent charge-discharge method [69].

6.3.4.3 Electrochemical permeation method

Another method to study solid-diffusion is electrochemical permeation method,
which was originally developed for the determination of the diffusion coefficients of
hydrogen in steel [70, 71] and gas molecules in Nafion [72, 73]. Consider a MnO,
nanostructured electrode with a thickness of L as shown in Fig. 6-12a. First, both sur-
faces are kept at the same potential so that Li* concentration is uniform throughout
the electrode (c = ¢y, 0 <x < L). At t = 0, the potential of one surface (x = 0) is stepped
at a lower potential to increase Li* concentration at x = 0 (¢c,—y = ¢, at ¢ > 0). Lithium
ions diffuse through the electrode toward the other surface (x = L) due to a concen-
tration gradient induced by the potential step. After an elapse of time, Li* ions perme-
ate to the other surface (x = L), where they are removed into the solution because Li*
concentration at x = L is electrochemically kept constant (c,—; = ¢y). The flux due to
permeation of Li* ions can be monitored as a change in oxidation current at x = L.
The current (I) will initially increases with time, and then reaches a steady-state value
(I.)- When the diffusion obeys Fick’s law, the current transient is predicted by a
“build-up” curve shown in Fig. 6-12b.

@ ¢ ® b
C=C, I
t=w
=05
C=C,
—X .
x=0 x=L o 1

"y (h)

Figure 6-12. (a) Principle and (b) theoretical curves for current transient of an electrochemical permea-
tion measurement [66].
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After the steady state is attained, a potential step in the opposite direction gives a
current transient shown by a “decay” curve in Fig. 6-12b. The Dy;* values can be
determined from the current transients using the following relation [66]

2
D" = 0.1t38L (6-30)
1/2
where t1/, is the time when the current reaches a half of the steady-state value (I/1,
= 0.5). It should be noted that both the real electrode area (A) and the variation of
the open-circuit potential with lithium concentration (dV,./dx) are not needed for the
calculation of Dy;*, an advantage over other techniques.

6.3.5 Electrochemical quartz crystal microbalance

The quartz crystal microbalance (QCM) or nanobalance (QCNB) is a piezoelectric
device capable of extremely sensitive mass measurements. The quartz crystal typically
oscillates in a mechanically resonant shear mode by application of an alternating, high
frequency electric field using electrodes which are usually deposited on both sides of
the quartz disk. The mass sensitivity arises from a dependence of the oscillation fre-
quency on the total mass of the (usually disk-shaped) crystal, its electrodes, and any
materials attached to the electrode surface.

The in-situ QCM was first applied to electrochemical problems by Nomura and co-
workers [74, 75] to determine Cu(II) and Ag(I) formed from electrodepositon. The
applications of QCM to electrochemical systems will be distinguished from nonelec-
trochemical applications by referring to the former as EQCM (electrochemical QCM)
experiments. EQCM has evolved as a powerful technique capable of detecting very
small mass changes at an electrode surface where electrochemical reactions are taking
place. This relatively simple technique only requires, in addition to conventional elec-
trochemical equipment, an inexpensive radio-frequency oscillator, a frequency coun-
ter, and commercially available AT-cut quartz crystals. EQCM has been successfully
used in the investigation of phenomena such as underpotential deposition, electrolyte
adsorption, mass changes accompanying ion and solvent movement in redox polymer
films, and electrochemically driven self-assembly. Recently, EQCM has been applied
to the study of nanostructured materials [76]. In this section, we will provide the read-
ers with a brief introduction to EQCM and with ways of obtaining useful information
from in-situ EQCM measurements. Further details about EQCM are referred to sev-
eral review articles [77-79].

6.3.5.1 Principle of operation

Due to the converse piezoelectric effect, the application of an electric field across a
piezoelectric materials induces a mechanical strain [80]. The vibrational motion of the
quartz crystal results in a transverse acoustic wave that porpagates back and forth
across the thickness of the crystal between the crystal faces. Accordingly, a standing-
wave condition can be established in the quartz resonator when the acoustic wave-
length is equal to twice the combined thickness of the crystal and electrodes. The fre-
quency f, of the acoustic wave fundamental mode is given by

fo=35 (6-31a)
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where v,, is the transverse velocity of sound in AT-cut quartz (3.34 x 10* m s™') and
d is the resonator thickness.

Though mass change at electrode surfaces are related to the change in the resonant
frequency of the EQCM in an electrochemical process, it is not easy to get the quanti-
tative correlation between frequency changes and mass changes. If one assumes that
acoustic velocity and density of the foreign layer are identical to those of quartz, a
change in thickness of the foreign layer is tantamount to a change in the thickness of
the quartz crystal. Under these conditions, a fractional changes in mass results in a
fractional change in the resonant frequency; appropriate substitutions yields the well-
known Sauerbrey equation:

2 Am
Af=—0 (6-31b)

Alugpg)

where Af is the measured frequency change, f, the frequency of the quartz res-
onator prior to a mass change, Am the mass change, A the piezoelectrically active
area, po the density of quartz, and ug the shear modulus of quartz. This equation is
the primary basis of EQCM measurement wherein mass changes occurring at the elec-
trode interface are evaluated directly from the frequency changes of the quartz res-
onator. It is generally considered adequate as long as the thickness of the film added
to the QCM is less than 2% of the quartz crystal thickness. Typical operating frequen-
cies2of the EQCM vary from 5 to 10 MHz, with the mass detection limits up to 1 ng
cm .

6.3.5.2 Electromechanical model of the EQCM

In general, the mechanical vibrations in a piezoelectric crystal can be described in
terms of electrical equivalent [81]. This also serves to enhance understanding of
EQCM, particularly the conditions under which the Sauerbrey equation is valid. The
equivalent circuit for a quartz resonator has an inductor (L;), a capacitor (C;), and a
resistor (R;) connected in series (Fig. 6-13). The relationship between this circuit and
the quartz crystal is especially useful because the LCR branch is identical to a tank
circuit, in which oscillations can be sustained by cycling of current between the capaci-
tor and the inductor. The equivalent electrical parameters can be expressed in terms
of crystal properties as follows, along with some typical experimental values for each
parameter,

e.6 A
Cy=-2 d” ~102F (6-32a)
2
C =84 10 “F (6-32b)
ndc
d'D
R, = 2 2100 Q (6-32c)
8Ah

d'p
1= ~U. -
L g ~0.075H (6-32d)
8Ah
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Figure 6-13. (a) Butterworth-van Dyke equivalent electrical circuit used to describe the mechanical
properties of a quartz resonator. The components L; C,, and R, in the circuit represent, respectively,
the inertial mass, compliance, and energy dissipation in the crystal, and C, represents the static capaci-
tance of the quartz crystal. (b) An equivalent circuit used to describe the mechanical properties of a
quartz resonator immersed in a liquid. The inductance L, and resistance R, represent the mass and visc-
osity components of the liquid.

where ¢¢ is the dielectric constant of quartz, Dy a dissipation coefficient corre-
sponding to the energy losses during oscillation, / the piezoelectric stress constant,
and c the elastic constant.

6.3.5.3 Experimental apparatus and operation

Typically, a quartz crystal (diameters of 0.5 and 1.0 in.) with appropriately sized
excitation electrode is mounted to the bottom of a glass cylinder, that assumes the
role of the working electrode compartment of an otherwise conventional electroche-
mical cell. The two excitation electrodes are electrically connected to an oscillator cir-
cuit that contains a broadband RF amplifier, so that the electrode facing solution is at
hard ground. The circuit is designed so that the crystal is in a feedback loop, therefore
driving the crystal at a frequency at which the maximum current can be sustained in
zero-phase angle condition. Several oscillator designs are available, and a key require-
ment of the circuit is that it provides sufficient gain to allow for oscillation of the crys-
tal in a viscous medium. The output of the oscillator is then connected to a conven-
tional frequency meter for measurement. A critical feature of the EQCM is the poten-
tiostat, which can be either a Wenking potentiostat or a more conventional potentio-
stat. The difference between these two potentiostats is in the working electrode: the
Wenking potentiostat functions with the working electrode at hard ground, whereas
current commercial potentiostat functional with the working electrode at virtual
ground. Finally, a computer is used to collect frequency and electrochemical data
simultaneously, as well as control the waveform applied to the working electrode. This
arrangement allows simultaneous measurement of the electrochemical charge, cur-
rent, voltage, and EQCM frequency. Frequency counters are capable of sampling the
frequency output of the oscillator at 100-ms intervals. This capability enables analysis
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of the kinetics of a wide range of electrochemical processes, including electrodeposi-
tion and dissolution, nucleation and growth, and ion-solvent insertion in redox poly-
mer films.

6.3.5.4 Data interpretation

Interpretation of EQCM data is rather straightforward. Since the electrochemical
charge represents the total number of electrons transferred in a given electrochemical
process, it corresponds to mass changes occurring at the electrode surface. Accord-
ingly, under ideal conditions, the frequency change measured with the EQCM will be
proportional to the electrochemical charge and will be related to the apparent molar
mass by

0

Af= MW - —L— (6-33)

where MW is the apparent molar mass (g mol™), Q the electrochemical charge, and

Cr (Hz g™!) the sensitivity constant derived from the Sauerbrey relationship. Thus, a

plot of Af vs. Q is particularly useful in the determination of MW/n, the molar mass
per electron transferred.

An alternative approach to data analysis involves the relationship between the elec-
trochemical current and the first derivative of the frequency change with respect to
time, as given in Eq. (6-34)

_d(Af)  _mwF
=TdE MWC, (6-34)
where v is the potential scan rate in units of V s™'. This format is particularly useful
for cyclic voltammetry experiments, as d(Af)/dr should appear similar in form to the
voltammograms if the electrochemical events are accompanied by corresponding
mass changes.

6.4 Application to nanostructured electrodes

In this section, electrode materials for lithium ion batteries e.g., lithium transition
metal oxides and carbon, will be used as examples to illustrate how to characterize the
electrical and electrochemical properties of nanophase materials using the techniques
discussed earlier. Further, the relationship between these fundamental properties
(such as chemical diffusion coefficient of Li* ion, potential window, and reversibility)
and the performance of battery electrodes (such as energy density, rate of charge/dis-
charge, cell voltage, and rechargeability) will be elaborated.

6.4.1 Characterizing the reversibility of battery electrode materials

Once a nanostructured electrode is prepared, the first and the most important cri-
terion in determining its viability as an electrode material for a secondary lithium bat-
tery is its reversibility, which is often studied using cyclic voltammetry and chronopo-
tentiometry [82]. Cyclic voltammetry is a powerful tool for probing kinetic and ther-



192 Liu

modynamic properties of a new electrode material. The peak shape and the number
of observable redox processes within a given potential range often provide additional
criteria for the selection of viable electrode material. Electrode ‘cycling’ or multiple
double-step chronopotentiometry is then applied to promising compounds in order to
obtain information regarding the available capacity and possible cycle life of an elec-
trode. In general, voltammetric techniques are valuable in initial screening or in discri-
minating ‘good’ from ‘bad’ battery electrode materials. However, the behavior of a
composite or thin-film electrode depends not only on the active materials but also on
the electrode porosity and additives (such as binders and conductivity enhancers).
Required voltammetric scan rates are typically in the ¢V/s range in order to compen-
sate for slow mass-transfer of electroactive ions in solid electrode materials. When a
powder microelectrode is used, cyclic voltammograms are typically characterized by
symmetric, well-defined peaks resembling those observed at thin homogeneous films.
Depending on the particle size and transport properties of the material with respect
to incorporated ions, voltammetric scan rates in the mV/s range may be used. This
method should therefore be advantageous when studying poorly conductive battery
electrode materials such as manganese oxides. However, effects due to a distribution
of particle size are expected to result in broadened voltammetric signals.

In a typical cyclic voltammogram, the current is proportional to the area of working
electrode. Assuming that the nanoparticles to be studied are spheres, the current ob-
served on a nanoparticle is proportional to the square of the particle diameter. Typi-
cally the currents observed on a microelectrode are about 3 to 5 orders of magnitude
smaller than those observed in cyclic voltammetry on ordinary electrodes. This reduc-
tion in currrent greatly reduces the distortion of voltammograms due to iR drop.
Because the particles trapped in a microcavity are very small, they can be readily oxi-
dized or reduced entirely when the potential is cycled at a very slow rate (e.g., 1 to 10
mV/s). Thus, the multiscan cyclic voltammetry is just like an accelerated charge-dis-
charge cycling test. The reversibility and the cycle stability of nanoparticles can be
examined by continuous scanning reversed at different potentials.

From the viewpoint of kinetics it is interesting to examine the half-peak width of
CV and the relationship between the peak currents and the sweep rates. Typically, the
peak current is proportional to the square root of the scan rate, indicating that revers-
ible Li* intercalation/deintercalation process is a diffusion-controlled process. Often,
it is the transport of lithium ions in the solid state that determines the current density
or rate capability.

EQCM can also be used to study the reversibility of nanostructured materials.
Since EQCM can directly monitor the mass change during an intercalation/de-interca-
lation process of Li* ion within a nanophase material. The mass change in a nano-
structured electrode material can be measured sensitively by EQCM technique, and
the reversibility of the electrode material can be readily evaluated by the change in
the mass after each cycle. Since the change in mass is determined from the change in
resonance frequency which may also be influenced by many other factors (such as the
viscosity of solvent), only those nanostructured materials which can be deposited on
the substrate of quartz can be studied using this method.

The simplest yet important and widely-used technique in the study of nanomater-
ials as battery electrode is galvanostatic charge-discharge cycling. In fact, each battery
electrode material must be tested using this method to determine the viability as an
electrode material. VO, nanocrystalline [48] spinel Li,Mn,0,4 nanotubules [45], and
LixMn,04/ PEO nano-composites [49] have been studied as positive electrode materi-
als for rechargeable lithium batteries. However, the voltages of these nanophase
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materials in lithium batteries range from 2 to 4 V vs. Li'/Li. Limit of discharge voltage
is even at 1V for VO, whereas the same materials with larger particle size exhibit volt-
ages ranging from 3 to 4.3 V vs. Li*/Li.

6.4.2 Characterizing the transport properties

Another critical property, which determines the rate capability or power density of
nanostructrued electrode materials in lithium ion batteries, is the diffusion coefficient
of the Li* ions in the solid framework of the host structure.

The determination of ion diffusion coefficients in solid materials has always been a
challenging task. In particular, experimental techniques that have been traditionally
developed for diffusion processes occurring in liquid ionic media may not be applic-
able to study of nanophase solids.

Various experimental methods have been used to determine the chemical diffusion
coefficient of Li" ions in intercalation electrodes. Most of the methods used in the
early studies utilized modifications of the Cottrell transient techniques developed on
the basis of the solution to the Fick’s second equation for an instantaneous planar
source of diffusing species in a semi-infinite geometry [18]. Basically, the techniques
consists of applying short (a few seconds) galvanostatic (or potentiostatic) pulses to
promote excess concentration of the diffusion species at the electrode surface and
then following the consequent voltage (or current) relaxation as a function of time
after switching off the current [83, 84]. Alternatively, the technique involves the appli-
cation of a galvanostatic pulse of very short duration (< 1s) to the cell and the analysis
of the resulting overvoltage-time transient during the pulse. Here the overvoltage is a
function of the concentration of the diffusing lithium ions at the electrode-electrolyte
interface.

For example, GITT was used for the determination of the chemical diffusion coeffi-
cient of the Li* ions in Li,Cg carbon electrodes [85]. The technique consisted of apply-
ing to (the electrode) voltage steps and monitoring the charge increment q(t) versus
time t, thus allowing the evaluation of the value of Dy;* for the whole composition
range of the Li,Cq electrode.

The chemical diffusion coefficient of Li* in Li;_(NiO, was determined using impe-
dance spectroscopy [65]. This alternating current technique is particularly suitable for
kinetic studies in thin-film insertion electrodes [86] where the semi-infinite diffusion
boundary conditions, necessary for the direct current transient techniques, can no
longer be assumed. The interpretation of the impedance results requires the construc-
tion of an equivalent circuit that is representative of the electrochemical system under
study. The most commonly used circuit to interpret the impedance response of an
electrode-electrolyte interface is one shown in Fig. 6-4.

6.5 Summary

Nanophase materials are not only facilitating from a scientific point of view but
also have significant technological implications. For example, nanostructured batter-
ies, fuel cells, and chemical sensors may dramatically improve energy efficiency, envir-
onmental quality, and a new generation of electrical vehicles. One of the key chal-
lenges in characterizing electrical and electrochemical properties of nanophase mate-
rials is to establish an electrical contact to the materials to be studied. A number of



194 Liu

preparative approaches have been described for preparation of nanostructured elec-
trodes. Among them, preparation of nanophase electrodes on a microelectrode or
powder microelectrode makes it possible to directly investigate the properties of the
nanophase materials, excluding the effect of binders and other additives which would
be otherwise added to form an electrochemically functional electrode. Electrodepos-
tion or electrophoretic deposition is gaining popularity in fabrication of nanostructure
electrodes because of its low deposition temperature, easy control, and fast deposition
rate. Formation of nanoparticles in a polymer matrix provides a convenient way of
preserving the microstructural stability of nanoparticles. Electrochemical self-asssem-
bly has also been successfully used for fabrication of nanoelectrodes and devices.
Further, composite electrodes, consisting of nanoparticles, binders, and conductive
additives, are also widely used in screening and evaluation of nanoparticles for battery
applications. The use of a composite electrode is effective for study of nanophase
materials to which an electrical contact can not be readily established otherwise. Once
a nanoelectrode is prepared, several electrochemical techniques can be used to study
its kinetic and thermodynamic properties, including impedance spectroscopy, poten-
tial sweep methods, potential step methods, current-controlled techniques, and elec-
trochemical quartz crystal microbalance. While each technique has its own unique
advantages over other techniques, it is often found that the combination of several
techniques is the best approach to improve accuracy and reliability. For instance, the
combination of impedance spectroscopy, current-controlled techniques, and potential-
step techniques is uniquely suited for investigations into solid-state diffusion of ionic
defects in intercalation compounds. Similarly, the combination of impedance spectros-
copy, open cell voltage measurements, and steady-state permeation measurements is a
powerful approach to separating ionic from electronic transport in mixed ionic-elec-
tronic conductors.

References

[1] W.P Kirk and M.A. Reed, Nanostructures and Mesoscopic Systems, New York, Academic Press,
1992.

] A.D. Berry, RJ. Tonucci, and PP. Nguyen, MRS Symp. Proc. 1996, 431, 387.

] R.L. Whetten, D.M. Cox, D.J. Trevor, and A. Kaldor, Phys.Rev. Lett. 1985, 54, 1494.

] D.M. Cox, P. Fayet, R. Brickman, M.Y. Hahn, and A. Kaldor, Catal. Lett. 1990, 4, 271.

] K.Bowen, Z.Phys. D 1992, 26, 46.

] G.XK. Boschloo, A. Goossens, and J. Schoonman, J. Electroanal. Chem. 1997, 428, 25.

] B. O’Regan, J. Moser, M. Anderson and M. Gritzel, J. Phys.Chem. 1990, 94, 8720.

8] A.Hagfeldt, U. Bjorkstén and S.-E. Lindquist, Sol. Energy. Mater. Sol. Cells 1992, 27, 293.

[9] U. Bjorkstén, J. Moser and M. Griitzel, Chem. Mater. 1994, 6, 858.

[10] S. Sodergren, A. Hagfeldt, J. Olssen and S.-E. Lindquist, J. Phys.Chem. 1994, 98, 5552.

[11] A. Hagfeldt, S.-E. Lindquist and M. Gritzel, Sol. Energy. Mater. Sol. Cells 1994, 32, 245.

[12] B. O’Regan and M. Griitzel, Nature 1991, 353, 737. B.O’Regan and M.Griitzel, Nature, 1991, 353,
737.

[13] M. Nazeeruddin, A. Kay, I. Rodicio, R. Humphry-Baker, E. Miiller, P.Liska, N.Vlachopoulos and
M. Griitzel, . Am.Chem.Soc. 1993, 115, 6382.

[14] X.Marguerettaz, R. O’Neill and D. Fitzmaurice, J.Am.Chem.Soc. 1994, 116, 2629.

[15] A.Hagfeldt, N. Valchopoulos, and M. Griitzel, J. Electrochem.Soc. 1994, 141, 1.83.

[16] D.Liu and P.V. Kamat, J. Electrochem.Soc. 1995, 142, 835.

[17] S.Y. Huang, L. Kavan and M. Griitzel, J. Electrochem.Soc. 1995, 142, 1.142.

[18] A.J. Bard, L. R Faulkner, Electrochemical methods : fundamentals and applications, New York:
Wiley, 1980.

[19] P. T Kissinger and W. R. Heineman (editors), Laboratory techniques in electroanalytical chemis-
try, New York: Dekker, 1984.



[20]

Electrical and Electrochemical Analysis of Nanophase Materials 195

R. Varma and J.R. Selman (edited), Techniques for characterization of electrodes and electroche-
mical processes, New York: Wiley, 1991.

H. D. Abruna , Electrochemical interfaces : modern techniques for in-situ interface characteriza-
tion, New York: VCH Pub., 1991.

J. R. Scully, D. C. Silverman, and M. W. Kendig (editors). Electrochemical impedance: analysis
and interpretation, Philadelphia: ASTM, 1993.

Petr Vanysek, Modern techniques in electroanalysis, New York: John Wiley & Sons, 1996.

A.J. Bard, Ed., Electroanalytical Chemistry: a series of advances, New York, Marcel Dekker, from
1966. (20 volumes have published).

M. Fleischmann, S. Pons, D.R. Rolison and P.P. Schmidt (Eds.), Ultramicroelectrodes, Datatech
Systems, 1987.

M. Montenegro, M. Queiros and J. Daschback (Eds.), Microelectrodes, Theory and Applications,
NATO ASI Series E (Applied Sciences), Dordrecht, Kluwer, 1991.

C.S. Cha, CM. Li, H.X. Yang and PF. Liu, J. Electroanaly. Chem. 1994, 368, 47.

P.C. Searson, Solar Energy Materials and Solar Cells 1992, 27, 377.

P.C. Searson and T.P. Moffat, Critical Reviews in Surface Chemistry 1994, 3, 171.

C. Buelens, J.P. Celis and J.R. Roos, Trans.Inst. Met. Fin. 1985, 63, 6.

C.C. Lee and C.C. Wan, J. Electrochem. Soc. 1988, 135, 1930.

PR. Oberle, M.R. Scanlon. R.C. Cammarata, and P.C.Searson, Appl. Phys. Lett. 1995, 66, 19.
C.R. Martin, Science 1994, 266, 1961.

M. Nishizawa, V.P. Menon, and C.R. Martin, Science 1995, 268, 700.

M. Nastasi, D.M. Parkin, and H. Geleiter (eds.), Mechanical Properties and Deformation Behav-
ior of Materials Having Ultra Fine Microstructures, Boston, Kluwer, 1993.

TJ. Lee, K.G. Sheppard, A. Ganburg, and L. Klein, in Electrochemical Microfabrication 11 (Eds.:
M. Datta, K. Sheppard, and J. Dukovic,), Proceedings Volume 94-2, The Electrochemical Society,
Pennington, NJ, 1995.

D.Y. Godovski, A.V. Vokkov, I.V. Karachevtser, M.A. Moskvino, A.L. Volynskii and N.F. Bakeeyv,
Polymer Science USSR 1993, A35, 1308.

Y. Yuan, I. Cabasso, and J.H. Fendler, Chem. Mater. 1990, 2, 226.

M. Gao, Y. Yang, B. Yang, F. Bian, and J. Sher, J.Chem.Soc. Chem.Commun. 1994, 2779.

L. Spanhel, E. Arpac, H. Schmidt, J Non Cryst Solids 1992, 147-48, 657.

R. F. Ziolo, E. P. Giannelis, B. A. Weinstein, M. P. O’Horo, B. N. Ganguly, V. Mehrotra, M. W.
Russell, D. R. Huffman, Science 1992, 257, 219.

V. Sankaran, C.C. Cummines, R.R. Schrock, R.E. Cohen, R.J. Silbey, J. Am. Chem. Soc. 1990,
112, 6858.

Y. Wang, N. Herron, J. Caspar, Physics and Chemistry of Nanometer Scale Materials Mater Sci
Eng B Solid State Adv Technol Lausanne, Elsevier Sequoia SA 1993, B19,61

N.A. Kotov, I. Dékény, J.H. Fendler, J. Phys. Chem. 1995, 99, 13065.

(a) C. T. Kresge, M. E. Leonowicz, W. J. Roth, J. C. Vartuli and J. S. Beck, Nature 1992, 359, 710;
J. S. Beck et al., J. Am. Chem. Soc., 1992, 114, 10834; (b) F. Chen and M. Liu, Chem. Comm. 1999.
C. Natarajan, K. Setoguchi, G. Nogami, Electrochim Acta 1998, 43, 3371.

I. Exnar, L. Kavan, S.Y. Huang, M.Gratzel, J Power Sources 1997, 68, 720.

C. Tsang and A. Manthiram, J. Electrochem. Soc. 1997, 144, 520.

K.A. Striebel, S.-J. Wen, D.I. Ghantous, and E.J. Cairns, J. Electrochem.Soc. 1997, 144, 1680.

M. Liu, Recent Research Developments in Electrochemistry, Transworld Research Network, 1999.
M. Liu and Z. L Wu, Solid State lonics 1998, 107, 105.

H. Hu and M. Liu, Solid State Ionic 1998, 109, 259.

M. Urquidi-Macdonald, S. Real, and D. D. Macdonald, J. Electrochem. Soc. 1988, 133, 2018.
Kendig and Mansfeld, Corrosion 1983, 39, 466.

J. R. Macdonald and M. K. Brachman, Rev. Mod. Phys. 1956, 28, 393.

M. Liu, J. Electrochem. Soc. 1998, 145, 142.

M. Liu and H. Hu, J. Electrochem. Soc. 1996, 143, 1.109.

P.A. Christensen and A. Hamnett, Techniques and mechanisms in electrochemistry, Blackie Acad-
mic & Professional, 1994, p.172.

R. Greef, R. Peat, L.M. Peter, D. Pletcher, and J. Robinson, Instrumental methods in electrochem-
istry, Ellis Horwood Limited, 1985.

F.G. Cottrell, Z. Physik. Chem. 1902, 42, 385.

J.H. Christie, G. Lauer, and R.A. Osteryoung, J. Electroanal. Chem. 1964, 7, 60.

J.H. Christie, G. Lauer, R.A. Osteryoung, and F.C. Anson, Anal. Chem. 1963, 35, 1979.

W. Weppner and R.A. Huggins, J. Electrochem. Soc. 1977, 124, 1569.

S. Basu and W.L. Worrell, in Fast Ion Transport in Solids (Eds.: P. Vashishta, JN. Mundy and
G.K.Shenoy), Elsevier North Holland, 1979, p.149.



Liu

P.G. Bruce, L. Lisowaka-Oleksiak, M.Y. Saidi, and C.A. Vincent, Solid State Ionics 1992, 57, 353
M.Ineba, S.Nohmi, A. Funabiki, T. Abe, Z. Ogumi, Materials for Electrochemical Energy Storage
and Conversion II — Batteries, Mater. Res. Soc. Symp. Proc., MRS Warrendale PA USA, v496,
1998, p.493-498.

T. Yamamoto, S. Kikkawa, M. Koizumi, Solid State Ionics 1985, 17, 63.

P.G. Bruce, Solid State Electrochemistry, Cambridge University Press, 1995.

L. Guohua, H. Ikuta, T. Uchida and M. Wakihara, J. Electrochem. Soc. 1996, 143, 178.

A. Turnbull, M. Saenz de Santa Maria, and N.D. Thomas, Corros. Sci. 1989, 28, 89.

J. McBreen, L. Namis, and W. Beck, J. Electrochem. Soc. 1996, 113, 1218.

Z. Ogumi, T. Kuroe, and Z. Takehara, J. Electrochem. Soc. 1985, 132, 2601.

Z. Ogumi, Z. Takehara, and S. Yoshizawa, J. Electrochem. Soc. 1984, 131, 769.

T. Nomura, and O. Hattori, Anal. Chim. Acta 1980, 115, 323.

T. Nomura and M. lijima, Anal. Chim. Acta 1981, 131, 97.

M. Hepel, J. Electrochem.Soc. 1998, 145, 124.

M.D. Ward and D.A. Buttry, Science 1990, 249, 1000.

D.A. Buttry, in Electroanalytical Chemistry (Ed.: A. J. Bard), Vol. 17, New York, Marcel Dekker,
1991, p.2.

D.A. Buttry and M.D. Ward, Chem. Rev. 1992, 92, 1355.

P. Curie and J. Curie, C. R .Acad. Sci. 1980, 91, 294.

V.G. Bottom, Introduction to Quartz Crystal Unit Design, New York, Van Nostrand Reinhold,
1982.

C. Julien and G.-A. Nazri (Eds.) Solid State Batteries: Materials Design and Optimization, Dor-
drecht, Kluwer, 1994.

F. Bonino, M. Lazzzri, C.A. Vincent, and A.R. Wandless, Solid State lonics 1980, 1, 311.

F. Bonino and B. Scrosati, In Solid State Batteries (Eds: C.A.C.Sequeira and A.Hooper), NATO
ASI Series, Dordrecht, Martin Nijhoff, 1985, p.15.

Y.-M. Choi, S.-I. Pyun, J.-S. Bae and S.-1. Moon, J. Power Sources 1995, 56, 25.

C. Ho, D. Raistrick, and R.A. Huggins, J. Electrochem.Soc. 1980, 127, 343.



Characterization of Nanophase Materials. Edited by Zhong Lin Wang
Copyright © 2000 Wiley-VCH Verlag GmbH
ISBNs: 3-527-29837-1 (Hardcover); 3-527-60009-4 (Electronic)

7 Optical Spectroscopy of Nanophase Material

C. Burda, T. Green, C. Landes, S. Link, R. Little, J. Petroski,
M. A. El-Sayed

7.1 Introduction

The electronic properties of a material change drastically as the density of states is
reduced as a consequence of reducing the size and the dimensionality [1-6]. The
energy eigenstates are now determined by the system’s boundaries and therefore sur-
face effects become very important [1-4, 7]. A transition from the bulk band structure
to individual localized energy levels occurs in clusters of subnanometer to nanometer
size and the detection of quantum size effects has been of great interest to scientists in
the search for novel materials with new properties [5, 8-10]. Possible future applica-
tions of nanoparticles include the areas of data communication and high density opti-
cal data storage [4, 7, 11], solar energy conversion [12], and the use of nanoparticles as
catalysts because of their high surface to volume ratios [4].

Closely related to size induced changes in the electronic structure are the optical
properties of nanoparticles [3, 13-18]. Optical spectroscopic methods probe the
energy differences between electronic states as well as the lifetimes of excited states
and their respective energy relaxation channels using time-resolved techniques [3, 14,
18]. The quantum size effect on the optical absorption spectra is best known for semi-
conductor nanoparticles. The decrease in particle size shifts the absorption edge from
the infrared to the visible region of the electromagnetic spectrum as the band gap
energy of the semiconductor increases [3, 14-18]. In a molecular type of description
this is equivalently to an energy decrease of the highest occupied molecular orbital
(HOMO) and an energy increase of the lowest unoccupied molecular orbital
(LUMO) [14-16] due to the spatial confinement of the charge carrier wavefunctions.
By changing the size of semiconductor nanoparticles one can therefore tune the color
of their colloidal solutions as well as their oxidation reduction properties [17].

Generally, semiconductor nanoparticles are luminescent [19-30]. Depending on the
surface properties some luminescence bands are found to be redshifted from the
absorption onset [19, 20, 25-30]. One sharp peak with only a small Stokes shift corre-
sponds to the band gap or near band gap emission resulting form the recombination
of the electron-hole pair. A much broader band at longer wavelength is observed for
particles with many surface defects and originates from the trapped charge carrier
recombination [19, 20, 25-30]. The surface consisting of many defects resulting from
sites of uncompensated charges lead to quenching of the band gap or near band gap
emission and lead to strong deep trap long-wavelength emission. However, it has
been shown that the surface can be passivated by an overcoat layer consisting of a
semiconductor material [24] of a larger band gap or adsorbent molecules [25]. Lumi-
nescence quantum yields of close to unity at room temperature have been achieved in
this manner [24].



198 Burda

The origin of the photoluminescence of semiconductor nanoparticles with energy
that does not correspond to the band gap energy and lifetimes much longer than pico-
seconds, has been the subject of great deal of discussion in the literature [19-30]. The
long luminescent lifetimes are in sharp contrast with those of charge carrier recombi-
nation processes occuring (short picosecond time scale) [31]. It has therefore been
suggested that shallow and deep (surface) traps are responsible for the long lifetimes
as trapping competes with the radiative recombination of the electron and hole [19,
20, 25-30]. Emission resulting from the recombination of trapped electrons and holes
is much slower and accounts for the long luminescent lifetime component. On the
other hand, it has been proposed [21-23] that the long lived emission results from an
optically dark triplet state. Band gap recombination is then a spin-forbidden transition
and would explain the observed long luminescence lifetimes [21-23].

The ultrafast dynamics of the electron-hole pair can be separated by femtosecond
pump-probe spectroscopy using the method of competitive quenching [32-35]. By
adding molecules to the surface of the semiconductor nanoparticles they can act as
electron donors [34] or acceptors [32, 33] after photoexcitation. Removing an excited
electron from the nanoparticle by electron transfer to the absorbed molecule before
electron trapping can occur, isolates the hole on the nanoparticle and its relaxation
can be probed by the recovery of the transient bleach of the band gap absorption.

Spatial separation of the electron and hole can also be achieved in quantum-dot
quantum-well (QDQW) heterostructures such as CdS-HgS-CdS [36, 37] consisting of
a wide band gap semiconductor core and clad with a narrow shell of a material of
small band gap (the well). After photoexcitation with 400 nm femtosecond laser
pulses, nonradiative relaxation results in the spatial separation of the electron and
hole pair. The electron is found [37] to relax rapidly into the HgS well while the hole
remains localized in the CdS shell for a much longer time. The slow relaxation of the
hole is attributed [37] to the difference in its effective mass in the HgS well as com-
pared to that in the CdS shell. This introduces an interfacial barrier. The energy of
this type of charge-separated (optically dark) state was calculated theoretically [38]
and strong experimental evidence for its presence has been observed by femtosecond
pump-probe spectroscopy [37].

Metallic nanoparticles have fascinated scientists because of their colorful colloidal
solutions long before semiconductors and their applications became an integral part
of modern technology. Gold nanoparticles were used as a pigment of ruby-colored
stained glass dating back to the 17™ century [39]. Faraday [40] recognized that the red
color is due to metallic gold in colloidal form and Mie [41] was the first to explain this
phenomenon theoretically in 1908 by solving Maxwell’s equation for the absorption
and scattering of electromagnetic radiation by spherical particles. His theory has
found wide applicability since then because it allows calculating particle extinction
spectra as long as the material dielectric function is known [42-46].

The physical origin of the light absorption by metallic nanoparticles in a certain
size range is the coherent oscillation of the valence band electrons induced by an
interaction with the electromagnetic field [13]. These resonances are known as surface
plasmons and are indeed a small particle effect as they are absent in the individual
atoms as well as in the bulk [13, 42-44]. However, the size dependence of the surface
plasmon absorption is not as easily explained as in the case of semiconductor nanopar-
ticles [13], where a shift in the HOMO and LUMO results in a larger band gap and a
blueshift of the absorption onset. Studies of the electron phonon relaxation time fol-
lowing the different plasmon excitations are carried out for gold nanorods and nano-
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dots. It will further be demonstrated how the surface plasmon absorption in colloidal
gold nanostructures can be used as a sensitive monitoring tool to probe the stability of
capping miscelles.

This chapter reviews the optical spectroscopy of some colloidal metal and semicon-
ductor nanoparticle solutions. In Section 7.3, the results of the optical properties and
electron-phonon relaxation processes in gold nanoparticles are discussed. In addition
the changes in the optical properties of the platinum nanoparticles during its growth is
discussed. In Section 7.4, the electron and hole dynamics in semiconductor quantum
dots and quantum-dot-quantum-wells are discussed. The dynamics of surface trapping
and well trapping are detailed.

7.2 Experimental

The size and shape distributions of the nanoparticles formed in solution at different
times of growth or irradiation were determined from the TEM images of the evap-
orated solution on carbon coated copper grids at the Georgia Tech Microscopic Facil-
ity. A Hitachi HF-2000 field emission TEM operating at 200 kV was used. Normally,
300 or more particles are counted to determine the size distribution of each sample.

The femtosecond dynamics were determined with an amplified Ti-Sapphire laser
system (Clark MXR, CPA 1000) which was pumped by a diode-pumped, freqeuncy-
doubled Nd:Vanadate laser (Coherent Verdi). This produced laser pulses of 100 fs
duration (FWHM) and an energy of 1 mJ at 790 nm. The repetition rate was 1 kHz. A
small part (4%) of the fundamental was used to focus in a 2 mm sapphire plate to gen-
erate a white light continuum which was used between 430-780 nm. The excitation
beam was modulated by an optical chopper with a frequency of 500 Hz. The probe
light was split into a reference and a signal beam. The samples were irradiated in
cylindrical cuvettes of 2 mm optical path length, placed in a spinning sample holder.
After passing the monochromator (Acton Research) both beams were detected by
two photodiodes. The kinetic traces were obtained using a sample-and-hold unit and a
lock-in-amplifier (Stanford Research Systems). The typical measured optical density
(OD) changes were in the range of 50 mOD. For spectral measurements a CCD cam-
era (Princeton Instruments) attached to a spectrograph (Acton Research) was used.
The group velocity dispersion of the white light continuum was compensated.

Nanosecond experiments were carried out with an optical parametric oscillator
(Spectra Physics, MOPO-730) which was pumped by a Nd:YAG laser (Spectra Phy-
sics, GCR-250). The output pulses had a pulse duration of about 7 ns, a repetition rate
of 10 Hz, and a wavelength range from 225 nm to 1.8 um. The pulse energy was in the
mJ range.

Steady state absorption measurements were carried out on a Beckman DU 650
spectrometer and steady state photoluminescence were determined on a PTI Quanta-
master fluorometer.
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7.3 Metal nanostructures

7.3.1 Size and shape dependence of the plasmon absorption of gold
nanoparticles

Colloidal solutions of spherical gold nanoparticles exhibit a deep red color due to
the well known surface plasmon absorption and have therefore been of scientific
interest since the turn of this century [1, 2, 13, 39-46]. Nevertheless, questions like
definite quantum size effects due to increased energy level spacing or the transitions
from isolated atoms to clusters and finally to bulk matter and the related electronic,
optical, and thermodynamic properties are still of great concern to many chemists,
physicist, and also materials scientists [5, 13, 47]. In addition, the ability to control the
shape of metallic nanoparticles [48-51] and the wealth of new instrumentation avail-
able today to investigate surface properties as well as time-resolved events in the fem-
tosecond to picosecond time domains have sparked a renewed interest in metal nano-
particles. This section describes the size and shape dependence of the optical proper-
ties of gold nanoparticles in their ground state (steady-state spectroscopy). The focus
is mainly on colloidal gold nanoparticles in aqueous solution with mean particle sizes
ranging between 10 and 100 nm. Section 7.3.2 then deals with time-resolved measure-
ments of the electron dynamics.

The gold nanospheres presented here were prepared by reduction of gold ions in
aqueous solution with sodium citrate under reflux [52]. This procedure developed by
Turkevich [52] yields fairly monodisperse solutions of gold nanoparticles with an aver-
age diameter around 10-20 nm. A typical TEM image of spherical gold nanoparticles
synthesized in this way is shown in Fig. 7-1 (left). The average particle diameter was
determined to 15 nm for this particular sample. Larger gold nanoparticles can easily
be obtained by reducing the gold ions with hydroxylamine hydrochloride in the pres-
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Figure 7-1. TEM images of gold nanospheres (left) and nanorods. The nanospheres were prepared by
reduction of gold ions with sodium citrate in aqueous solution. The mean diameter of the gold nano-
spheres is 15 nm. The gold nanorods were synthesized by an electrochemical method with the aid of
organic surfactant molecules forming a protective micelle around the rods. The mean length and width
of the gold nanorods are 60 and 18 nm, respectively (average aspect ratio of 3.3).
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ence of previously prepared nanoparticles [52]. As this reducing agent is not able to
initiate new nucleation centers, all the already existing particles grow uniformly in
size resulting in no change in the size distribution. This is just one example of how to
obtain colloidal gold nanoparticles and many other preparation methods have been
developed over the years [13, 53]. Among the most interesting is the synthesis of mo-
lecular type nanocrystals passivated by an overlayer of organic thiol molecules [54,
55]. Furthermore, gold nanorods have been prepared electrochemically with the aid
of shape inducing organic surfactant molecules, which form a protecting micelle
around the gold nanorods [49]. A TEM picture of gold nanorods with a mean length
of 60 nm and a mean width of about 18 nm is also given in Fig. 7-1 (right). The ratio of
the length divided by the width is the aspect ratio, R, of the gold nanorods, which is an
important quantity when describing the optical properties of these nanorods and is for
the sample in Fig. 7-1 equal to 3.3. Gold nanorods can also be obtained by electrode-
position of gold into the pores of an aluminum oxide membrane [50, 51].

The deep red color of solutions containing spherical gold nanoparticles mentioned
above originates from the surface plasmon absorption of these small gold particles
[13, 41-46]. This surface plasmon resonance is caused by the coherent oscillation of
the (free) conduction electrons induced by light. The surface of the nanoparticle plays
an important role because, although all electrons are oscillating with respect to the
positive ion core, the main effect producing the restoring force is the surface polariza-
tion. Mie [41] already described this phenomenon theoretically in 1908 when he
applied Maxwell’s equations to spherical particles with a bulk dielectric function ¢ ()
(¢ (0) =& (W) + ig; (w)), where ¢ and &, are the real and imaginary part of the com-
plex dielectric function, surrounded by a medium with a dielectric constant g,
(assumed to be frequency independent) and interacting with an electromagnetic field.
The total extinction coefficient .y for N particles of Volume V is composed of a ser-
ies of absorption and scattering modes. In the limit of d << 4 where d is the particle
diameter and 4 the wavelength of the light only the dipole absorption contributes sig-
nificantly and Mie’s theory reduces to the following well-known form (dipole approx-
imation, quasi-static limit) [13, 42-44]:

18- -N-V-e.? €
Oext = . ) ) (7_1)
A [e1+2-64]" +e-

For larger nanoparticles (gold d > 25 nm), the dipole term contributes to the extinc-
tion and higher order oscillations are excited [13]. While Eq. (7-1) is independent of
particle size the next terms within Mie’s theory depend explicitly on the particle diam-
eter rendering a size dependent absorption spectrum (extrinsic size effect) [13]. The
plasmon band shifts to longer wavelengths while its width increases. On the other
hand, the plasmon band width also increases with decreasing size for nanoparticles
smaller than about 25 nm in the case of gold. Obviously, Mie’s theory as presented in
Eq. (7-1) cannot account for such a size dependence. Therefore, it is assumed that the
bulk dielectric function itself becomes size dependent ¢ (w, d) (intrinsic size effect)
[13].

There exist many theories on how a size dependent dielectric function is introduced
[56-65]. As it is impossible to account for all of them only two examples will briefly
be given here: The first approach to this problem was suggested by Kreibig [56, 57]
who argued that the dielectric function becomes size dependent due to an enhanced
electron—surface scattering in particles smaller than the mean free path of the conduc-
tion electrons. Kreibig’s model predicts a 1/d dependence of the plasmon band width
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for small nanoparticles in agreement with experiments. The second theory explains
the size dependence of the plasmon band width in the quasi-static limit by considering
the chemical nature of the nanoparticle environment (chemical interface damping
CID [61]). Charge transfer processes involving energy levels of the metal-adsorbate
complex lead to energy and momentum dissipation of the coherent electron oscilla-
tions. The energetic positions of these levels depend on the particle size as well as on
the specific molecules by which the nanoparticles are surrounded [61].

Optical absorption spectra of colloidal gold nanospheres of different sizes produced
as described above are shown in Fig. 7-2 [66]. The surface plasmon absorption around
520 nm is clearly visible. The inset illustrates how the plasmon band width varies with
nanoparticle diameter over a size range covering both intrinsic (d < 25 nm) and extrin-
sic (d > 25 nm) size effects. The predicted increase in the plasmon band width for par-
ticles smaller as well as larger than about 25 nm is therefore in excellent agreement
with the experimental results in Fig. 7-2. Furthermore, the plasmon band width can be
related to the dephasing of the coherent electron oscillation if the resonance is
assumed to be homogeneously broadened. A dephasing time T, for the loss of coher-
ence on the order of 4 fs is obtained in this manner [66].

Much more drastic than the effect of particle size on the optical absorption of gold
nanoparticles is the effect of particle shape. In the case of rod-shaped nanoparticles
the surface plasmon absorption splits into a transverse and longitudinal mode corre-
sponding to the coherent electron oscillation perpendicular and along the major axis
of the rod, respectively [13, 42-44]. The optical absorption spectrum of a collection of
randomly orientated gold nanorods with aspect ratio R can be computed by the fol-
lowing equation (dipole approximation) [42].
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Figure 7-2. Size dependence of the optical absorption spectra of colloidal gold nanospheres [66]. As
illustrated in the inset, the plasmon band width increases for nanoparticle sizes below about 25 nm
because of a size dependent metal dielectric function [intrinsic size effect]. The width also increases
again for particles larger than 25 nm due to the contribution from quadrupole (and octople etc.) extinc-
tion [extrinsic size effect]. Furthermore, for larger particles the surface plasmon maximum shifts to
longer wavelength with increasing particle size because of the excitation of higher order absorption and
scattering modes peaking at lower energies.
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Optical absorption spectra of two gold nanorod solutions are shown in Fig. 7-3a.
The transverse surface plasmon absorption spectrally coincides with the absorption
maximum of nanospheres while the longitudinal resonance is shifted to longer wave-
lengths. The position of the maximum of the longitudinal surface plasmon absorption
is extremely sensitive to the nanorod aspect ratio R. For the two samples in Fig. 7-3a a
difference in aspect ratio of 0.6 results in a wavelength shift of about 80 nm from
around 660 nm to 740 nm. Experimentally a linear dependence of the absorption max-
imum of the longitudinal resonance on the nanorod aspect ratio is found [49, 50, 67]
as demonstrated in Fig. 7-3b for a series of prepared samples. Also included in Fig.
7-3b is the dependence of the maximum of the transverse surface plasmon absorption,
which is independent of the aspect ratio for these samples.

The sensitivity of the longitudinal surface plasmon resonance on the particle shape
has proven to be very useful in studying the thermal [67] and photothermal [68] stabil-
ity of these gold nanorods in solution. It was found that the capping micelles sur-
rounding the nanorods selectively dissolve in the aqueous medium as the solution
temperature increases, with the longest micelles being the least stable dissolving at the
lowest temperature. This results in selective destruction of the nanorods having the
largest aspect ratio and causes the longitudinal plasmon absorption to shift to higher
energies [67]. On the other hand, by photothermal heating the gold nanorods directly
with a laser of moderate energy and having a frequency in resonance with the nanorod
absorption, the nanorods undergo a shape transformation into nanospheres of com-
parable volume thus resulting in the complete disappearance of the longitudinal sur-
face plasmon absorption. The photoisomerization of gold nanorods is explained by
melting of the nanorods after laser excitation [67]. This is easily possible as the extinc-
tion cross sections of gold nanoparticles are on the order of about half of the particle
size (orders of magnitude larger than that for the best organic dyes) [69] and because
of the well-known fact that the melting temperatures of nanoparticles are much lower
than the bulk values [70-77].
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Figure 7-3. (a) Optical absorption spectra of two gold nanorod samples with average aspect ratios of
2.7 and 3.3. The surface plasmon absorption is split into a transverse and longitudinal mode absorbing
around 520 nm and at longer wavelength, respectively. (b) While the maximum of the transverse surface
plasmon oscillation (circles) is only weakly dependent on the nanorod aspect ratio R the maximum of
the longitudinal absorption band (squares) is found to increase linearly with increasing aspect ratio.

7.3.2 Electron dynamics in gold nanoparticles

In recent years time-resolved femtosecond studies on semiconductor and metallic
nanoparticles has found great interest as the dynamics of the excited charge carriers
can be followed directly by pump-probe spectroscopy. The lifetimes of the photoex-
cited nanoparticle system are of fundamental interest in designing materials for possi-
ble future applications in optoelectronic devices such as optical switches or solar cells
[4, 7, 11, 12]. In metallic nanoparticles, where a considerable energy gap between the
highest occupied orbital (HOMO) and the lowest unoccupied orbital (LUMO)
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exceeding the thermal energy at room temperature only opens up for particle sizes
below ~ 2 nm [47], the optical response is mainly related to the temperature of the
excited electrons [78-86]. A change of the electronic temperature as determined by
the Fermi electron distribution directly results in changes of the optical constants of
the material as expressed by its complex dielectric function [78-81]. For the noble
metals copper, silver, and gold their intense surface plasmon absorptions in the visible,
which are usually described by Mie theory [13, 41-44] using the complex dielectric
function of the metal (see Section 7.3.1), have been found to be a very sensitive tool
to monitor the time evolution of the hot electron gas excited by an ultrashort laser
pulse [78-86, 87-95].

Figure 7-4 shows the transient absorption spectra of 15 nm gold nanospheres (a)
and gold nanorods having an average aspect ratio of 3.8 (b) recorded at different
delay times after excitation with 400 nm femtosecond laser pulses. The ground state
absorption spectra are also given in the figures scaled to arbitrary units for compari-
son. The plasmon absorption band(s) (longitudinal mode at 520 nm and transverse
mode at 750 nm for the nanorods) show a bleach (negative absorption) centered at
the wavelength of the ground state plasmon maximum with positive absorptions at
higher and lower energies (partly hidden for the nanorods due to the limited spectral
window of the CCD camera). This shape of the transient absorption spectra is
explained by a broadening of the plasmon band at higher electronic temperatures
with a simultaneous decrease in absorption intensity [78-84]. The recorded signal is
then the difference spectrum between a broader and less intense plasmon band after
laser excitation (heating) and the ground state plasmon oscillation. The transient
response decays as the hot electrons thermally equilibrate with the nanoparticle lat-
tice by electron-phonon collisions [78-84]. The energy deposited by the pump laser
pulse is finally released to the surrounding medium by phonon-phonon interactions
with the solvent molecules leading to a complete recovery of the plasmon band
bleach.

By monitoring the bleach at its maximum, where the transient signal is strongest
and therefore most sensitive, as a function of delay time between excitation and probe
pulse it is possible to determine the electron-phonon and phonon-phonon relaxation
times. This is shown in Fig. 7-5 for 15 nm nanospheres after excitation at 400 nm using
different laser pump powers between 50 and 160 nJ. The measured decay curves are
fitted with a biexponential function giving increasing electron-phonon relaxation
times of 1.5, 2.0, 3.3, and 3.6 ps with increasing excitation powers of 50, 80, 100, 160 nJ,
respectively. The offset is modeled by a lifetime of 100 ps for all four traces corre-
sponding to the phonon-phonon relaxation time. A plot of the electron-phonon
relaxation times against the laser pump power gives a limiting lifetime of 690 + 100 fs
for zero pump power corresponding to an electron-phonon coupling constant of 2.9 +
0.5 * 10" Wm~K™" [81, 82], which is similar to the value for bulk gold [96-102]. The
increase in the measured bleach recovery times has been explained by the tempera-
ture dependence of the electron heat capacity [79] and is also observed in thin metal
films. For more detailed information the reader is referred to references [78-82, 96—
106]. An important experimental fact to point out here for the following results is that
electron-phonon relaxation times measured for different particle sizes and shapes can
only be compared with each other if the same initial change in electronic temperature
is induced by the exciting laser pulse. This means that comparable laser powers need
to be used for different samples having about equal optical density [80].



206 Burda

absorbance

F U S Y 1 M S S S S ]

450 50 550 600 B0 700
wavelength 3./ nm

0.20

L b Gold Nanorods
0.15

0.10
0.05

0.00

-0.05

absorbance

-0.10

-0.156

020 S N R SN SR S S SR S
450 500 550 600 650 700 750 800 850 900

wavelength 3./ nm

Figure 7-4. Femtosecond transient absorption spectra of gold nanospheres (a) [80] (average particle
diameter of 15 nm) and gold nanorods (b) [109] (average aspect ratio of 3.8) recorded at different delay
times between the excitation pulse centered at 400 nm and a white light continuum probe pulse. The
plasmon absorption of the gold nanoparticles dampens due to the excited electron gas, which results in
a transient bleach of the plasmon band(s) accompanied by absorption at both shorter and longer wave-
lengths than the respective plasmon resonance. The bleach features recover as the heated electron gas
thermally equilibrates with the lattice by electron-phonon interactions followed by the phonon-phonon
coupling with the surrounding solvent (water in this case for both the nanospheres and nanorods). The
ground state absorption spectra scaled to arbitrary units for comparison and measured by steady-state
optical absorption spectroscopy are also included in (a) and (b) (upper part of the figures).

Electron-phonon relaxation times ranging between 1 and 4 ps have been reported
by several authors for spherical gold nanoparticles embedded in different media [78-
84, 88-92] and are also obtained for silver [87, 94] and copper particles [86, 87, 93].
Using femtosecond laser pulses it is, however, also possible to follow the influence of
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Figure 7-5. Excitation power dependence of the electron-phonon relaxation time measured for 15 nm
gold nanospheres after excitation at 400 nm with 100 fs laser pulses. The probe wavelength is the bleach
maximum at 520 nm where the transient absorption signal is most sensitive. The excitation power was
varied between 50 and 160 nJ with an estimated beam diameter of about 125 ym at the sample. The
measured electron-phonon relaxation times increase with increasing laser pump power from 1.5 to 3.6
ps as determined by biexponential fits of the data points. The long component of 100 ps accounting for
the offset at longer delay times corresponds to the phonon-phonon relaxation time. The inset shows a
plot of the obtained lifetimes against the relative laser power, which yields a limiting electron-phonon
relaxation time of about 690 £+ 100 fs for zero pump power corresponding to an electron-phonon cou-
pling constant of 2.9 & 0.5 * 10'® Wm~K™".

electron-electron collisions on the thermalization of the initial non-Fermi electron dis-
tribution created by the pump pulse to a Fermi distribution with a defined electronic
temperature [80, 85, 94]. Evidence for an electron thermalization time longer than the
pulse duration (100 fs for the experiments presented here) is shown in Fig. 7-6 for 15
nm gold nanospheres and excitation at 630 nm. A clear deviation from a simple mono-
exponetial decay behavior is observed for short time delays (< 2 ps) as illustrated by
the dotted line. Better agreement is obtained (solid line) when using a model devel-
oped by Sun et al. [105, 106], with which the early electron dynamics in thin gold films
(thickness of the order of the nanoparticle’s diameter) can be explained. This
approach yields an electron thermalization time of 500 fs and an electron-phonon
relaxation time of 750 fs with about equal amplitudes for the kinetic trace shown in
Fig. 7-6. This is again in close agreement with results obtained on thin gold films (bulk
gold) [101, 102, 105, 106]. Furthermore, the influence of a finite electron thermaliza-
tion to a Fermi distribution is most pronounced at very low excitation powers and
when pumping away from the threshold for interband transitions (~ 2.4 eV in gold
coinciding with the plasmon resonance at 520 nm) [80].

While in the ground state the shape-dependence of the plasmon band width
(related to the phase coherence) is thought to be caused by an increased electron-sur-
face scattering due to the limitation of the electron mean free path [13, 66]. It is of
great interest to investigate if electron-surface scattering is also dominant for the
energy relaxation of the hot electron gas. With an electron mean free path of about 50
nm [107, 108], the plasmon bleach recovery is therefore measured for several sizes
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Figure 7-6. The effect of electron-electron thermalization on the bleach recovery measured for 15 nm
gold nanospheres and monitored at 520 nm after excitation at 630 nm. The observed transient signal
decays much slower within the first 2 ps than expected from a purely monoexponential decay due to
electron-phonon relaxation alone (dotted line). However, by taking electron-electron interactions into
account the solid line is obtained, which yields an electron-electron thermalization time of 500 fs and an
electron-phonon relaxation time of 750 fs with an amplitude ratio of about 1. This effect is most pro-
nounced if exciting away from the interband transitions in gold (> ~ 520 nm) and when using very low
excitation powers.

ranging between ~ 10 to 50 nm [80] expecting a decrease in the measured lifetime for
smaller nanoparticles due to an increased electron-surface scattering (if those colli-
sions are inelastic). Figure 7-7 shows the results of the femtosecond studies on 22 and
48 nm gold nanospheres (a) with the respective TEM images given in (b) and (c). The
bleach recovery was followed at the bleach maximum and the excitation wavelength
was 630 nm. The measured lifetimes of 400 fs and 1.6 ps for the electron-electron and
electron-phonon interactions in 22 nm gold particles compare well with the values of
450 fs and 1.7 ps obtained for the larger 48 nm gold particles. The small difference is
within the experimental error and similar lifetimes are also obtained for 9 nm nano-
spheres [80]. A size dependence of the electron dynamics is therefore not detectable
in the size range of greater than 10 nm [80].

The effect of particle shape on the electron-phonon relaxation time [109] is dis-
played in Fig. 7-8 where the bleach recovery of the transverse and longitudinal modes
of the surface plasmon oscillation of gold nanorods having an average aspect ratio of
3.8 is compared with each other and with that of 15 nm spherical gold nanoparticles.
Under the same excitation conditions (same pump power and sample extinction at
400 nm) electron-phonon relaxation times of 2.9, 3.1, and 3.1 ps are measured when
monitored at the transverse mode, the longitudinal mode, and the surface plasmon
absorption of the spheres, respectively [109]. This shows that shape also has no effect
on the cooling of the hot electrons excited by a femtosecond laser pulse. The mea-
sured lifetimes are furthermore independent of the mode of the surface plasmon oscil-
lation (transverse vs. longitudinal) in the gold nanorods.
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Figure 7-7. Size dependence of the electron dynamics in gold nanospheres [80]: The transient bleach
decay (a) is followed at the bleach maximum after excitation with 630 nm laser pulses for the 22 and 48
nm gold nanospheres pictured in the TEM images (b) and (c), respectively. The measured electron-elec-
tron and electron-phonon relaxation times of 400 fs and 1.6 ps for the 22 nm particles and 450 fs and 1.7
ps for the 48 nm are independent of particle size within the accuracy of the experiment. An enhanced
electron-surface scattering is thought to be responsible for the faster dephasing (T,) of the coherent
plasmon oscillation in metal nanoparticles smaller than the mean free path of the conduction electrons
(~ 50 nm in gold). However, from these results it follows that the energy relaxation (T;) of the hot elec-
trons is not dominated by (inelastic) electron-surface collisions.
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Figure 7-8. Shape dependence of the electron dynamics in gold nanospheres and nanorods: The bleach
recoveries of the transverse and longitudinal plasmon oscillations are followed for the same gold
nanorod solution (average aspect ratio of 3.8) at 520 and 700 nm and are compared to the relaxation
dynamics in 15 nm gold nanospheres under the same experimental conditions. Very similar electron-
phonon relaxation times are obtained, which leads to the conclusion that the electron-phonon interac-
tions in gold nanoparticles are independent of the particle shape and the specific plasmon mode (trans-
verse or longitudinal).
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In conclusion, the electron-phonon relaxation in gold nanoparticles of the investi-
gated size range is independent of particle size and particle shape. In addition, the
transient behavior is very similar to the results found for the electron-electron and
electron-phonon interactions in bulk gold as measured in thin films [96-106], which
indicates that the bulk electronic band structure is already fully developed in these
relatively large particles and that possible specific surface states are of no major
importance for the energy relaxation (7). A cancellation of two competing effects
(decreasing density of energy states and increasing electron-phonon coupling with
decreasing nanoparticle size) cannot, of course, be ruled out. This is at least in sharp
contrast to the ground state surface plasmon absorption itself, which strongly depends
on particle size [13, 66]. The plasmon band width, which is directly related to the
dephasing time (73) of the coherent electron oscillation, increases for decreasing sizes
below 20 nm due to enhanced electron-surface scattering and increases for larger par-
ticles due to the contribution of higher order oscillatory modes (see Section 7.3.1).

7.3.3 The optical properties of platinum nanoparticles during the growth
process

Recently, synthetic control of nanoparticle shapes in a colloidal platinum solution
was achieved by varying the initial ratio of the platinum salt to that of the polyacrylate
capping material [48, 110]. The growth of the nanoparticles proceeds via reduction of
the platinum salt (K,PtCly) by hydrogen gas over approximately 12 hours [111, 112].
Using a 1:1 molar ratio, the dominant shape in the solution is cubic, consisting of six
{100} faces. The average size was found to be approximately 11 nm. Increasing the
polyacrylate concentration five-fold results in the dominant shape in the solution
being tetrahedral which is made up of four {111} faces with an average size of 7 nm.
Figure 7-9 presents a high resolution transmission electron microscopic (HRTEM)
image of these shapes. The shapes are well defined, although some atomic level steps
as well as rounding of some of the edges is evident [113]. Also present in the solutions
are truncated octahedra which consist of six {100} and eight {111} faces.

Figure 7-9. High resolution TEM images of a a) tetrahedral nanoparticle oriented along [110] showing
the {111} faces and b) a cubic platinum nanoparticle oriented along [001] showing the {100} faces. The
atomic roughness of the faces is apparent in both of these nanoparticles.
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The shape formation and growth mechanism of these platinum nanoparticles has
been found to depend on the capping material (due to its buffering nature) as well as
the pH of the solution [114]. Using TEM, the shape distribution of platinum nanopar-
ticles at different stages of their growth as a function of time was determined for the
case of the 1:1 ratio, 1:5 ratio and nanoparticles made without the addition of a cap-
ping material. These distributions are plotted in Fig. 7-10. It was found that the smal-
lest nanoparticles formed during the early stages of growth or at high polymer concen-
tration displayed distributions with a dominance of tetrahedral shapes. These tetrahe-
dral nanoparticles are transformed into truncated octahedra and eventually into cubic
shapes as the growth continues or at low polymer to Pt complex concentration ratio.
The mechanism proposed is one in which the initially rapid reduction of Pt** produces
an initial growth that gives very small nanoparticles having the most stable {111} faces
present in tetrahedra and truncated octahedra. The competition between polymer
capping and H, reduction of the Pt** complex occurring on the most catalytically
active {111} surface [115] determines the fate of these tetrahedral nanoparticles. If the
capping material remains bonded to the surface, tetrahedral nanoparticles of small
size result. The capping material can be removed by neutralization which occurs from
the lowered pH of the solution which frees the platinum surface for further reaction.
The rapid reduction of the Pt** on the uncapped {111} surface leads to its disappear-
ance and the formation of a {100} face due to the deposition of Pt atoms. This can
result in truncated octahedral nanoparticles formed. The truncated octahedral nano-
particles continue to grow until transformed into cubic nanoparticles. When the plati-
num supply is depleted before the cubic growth is complete, this results in the round-
ing of the shapes as seen in Fig. 7-9.
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Figure 7-10. (a) Time dependence of the shape distribution of the different Pt nanoparticles collected
from TEM images for a 1:1 Pt** to polyacrylate ratio, (b) for a 1:5 ratio, and (c) without the addition of
the polyacrylate capping material. The changes in the percentages of cubic (M), tetrahedral (A), trun-
cated octahedral () and unidentified (&) nanoparticles are shown, as well as the change in the pH (*¥)
over the same time period. This figure shows that at low polymer concentration (a), cubes are formed at
the expense of the tetrahedra as the pH decreases with time. While at high polymer concentration
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Figure 7-10. (b), the distribution as well as the pH remain independent of time. Without the addition of
polymer (c), the pH changes to 6.03 after only 5 minutes of H, gas flow which shows the rapid initial
appearance of the H" signifying a corresponding initial rapid formation of Pt atoms leading to the
nucleation process. This figure also shows the instability of the shapes of these nanoparticles when it is
uncapped as the percentage of the unidentified shapes (@) increases with time. (The unidentified nano-
particles refer to those that are oriented irregularly on the carbon film support so that their shapes can-
not be directly identified in the TEM images.) Taken from Petroski, et al, J. Phys. Chem. B, 1998, 102,
3316.

Along with monitoring the pH and the size and shape changes during the growth
period, the absorption spectra were also taken at these same time intervals. The opti-
cal properties of platinum metals have not undergone the same sort of intense study
as the free electron metals such as gold due to the lack of an absorption band in the
visible region.
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Colloidal dispersions of nanometals exhibit absorption bands or broad regions of
absorption in the ultraviolet-visible range due to the excitation of plasma resonances
or interband transitions. Certain metals such as gold, silver, or copper have distinct
absorption bands in the visible region due to the surface plasma resonances leading to
brightly colored solutions. Other metals such as the platinum metals exhibit only
broad absorption continua which extend throughout the visible-near ultraviolet range,
causing these colloidal solutions to be brown to black.

Mie theory can be used to calculate the absorption spectra of fairly dilute disper-
sions of spherical particles of colloidal dimensions from the wavelength dependence
of the optical constants (the refractive index n or the optical-frequency relative per-
mittivity ¢) of the particles relative to the surrounding medium [41]. In a study by
Creighton and Eadon [45], Mie calculations were performed for various elements, in-
cluding the platinum metals. Their calculations predicted a plasmon band to be in the
ultraviolet region, specifically, at 215 nm for spherical particles of 10 nm in diameter.
These authors also considered the effect of shape of the particles by using differing
aspect ratios of prolate spheroid. The effect of the departure from spherical shape is
to split the dipole resonance into two absorption bands, in which the induced dipole
oscillates respectively along and transverse to the spheroidal axis. The second absorp-
tion band is predicted to occur at longer wavelengths in the visible region. Further,
the Pt band decreases in intensity as the size of the particle (or increasing aspect ratio)
increases. Experimental results of the colloids can vary due to broadening of the spec-
tra because of polydispersity, partial aggregation, or departures from spherical particle
shape. The predicted plasmon band for platinum nanoparticles has been observed
experimentally in both aqueous [112] and organic media [116].

In the experimental absorption spectra taken during the 12 hour growth period
(see Fig. 7-11) of uncapped colloidal particles, a maximum peak is observed at ~215
nm. There are two interesting characteristics of the plasmon band. The first is an addi-
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Figure 7-11. Absorption spectra for the uncapped platinum nanoparticles during the 12 hour growth
period. A maximum peak is observed at 215 nm and a second peak is appears at 228 nm at approxi-
mately 4 hours into the growth process before disappearing after growth is complete.
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tional peak at ~228 nm which has not been previously reported. The second is the
observation that the 215 nm peak reaches a maximum at approximately four hours
into the growth process. After this time, the bands start to decrease in intensity until it
disappears altogether after about 24 hours. This peak also starts to shift slightly to
longer wavelength (~ 217 nm) after the maximum intensity has been reached. The ob-
served red-shift of the 215 nm band may be explained by the increasing size of the
particle since the shift occurs after the maximum intensity has been achieved. It is
known [8] that the maximum wavelength blue-shifts with decreasing particle diam-
eter. The ratio of the two bands does not change during the growth period. The new
peak at 228 nm can have several explanations. Obviously, simple Mie theory for sphe-
rical particles cannot be used in its simplified form to explain shaped particles. The
Mie theory may be over-simplified in using only the dipole term in the Mie series and
not correcting for the quadrupole and higher-order terms in the Mie summation,
which may be significant in the case of changing shape and size.

The effect of the initial platinum salt concentration on the plasmon band was ob-
served at three different starting concentrations and the results of the maximum band
at 4 hours into the growth process is shown in Fig. 7-12. Three initial concentrations of
Pt salt are used: 4 x 107, 8 x 107, and 16 x 10~ M. The spectra have been normal-
ized for clarity. The first observation which can be made from this comparison is that
the 215 nm peak red shifts to 217 nm with increasing concentration, which is the same
shift observed in the later stages of growth (see above).

Studying the absorption spectra for the growth of the platinum nanoparticles in the
presence of the polyacrylate capping material does lead to one complication in that
the Pt salt and the polyacrylate both absorb in the ultraviolet region. In the uncapped
case stated above, the Pt salt concentration decreases during growth as it is reduced
which causes this peak to diminish after two or three hours allowing the plasmon
band(s) to be clearly observed. In the case of the capped particles, the polyacrylate
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Figure 7-12. Comparison of the absorption spectra for uncapped platinum nanoparticles at varyin%
initial concentration of platinum salt showing the change in the 230 nm peak. a) 4 x10™> M, b) 8 x107
M (same as Fig. 7-11), and c) 16 x10"> M. The spectra have been normalized for clarity.
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concentration remains relatively stable over time, so the growing plasmon band region
is always obscured. Therefore, the plasmon band was revealed by subtracting out the
polyacrylate absorption from the spectra during the growth process.

Figure 7-13 shows the UV-VIS absorption spectra for a 1:1 ratio platinum:polyacry-
late sample, but a spectrum of the polyacrylate was taken before adding the Pt salt
solution and that spectrum was subtracted from the growth spectra. Many of the spec-
tral features in Fig. 7-13 are similar to the uncapped cases in Fig. 7-11 and 7-12. Again,
the maximum of the band at ~215 nm appears at approximately four hours into
growth and then begins to disappear towards the end of growth. The second peak at
~228 nm is not as prominent in the 1:1 ratio spectra as in the uncapped case. This
could be a consequence of the polyacrylate subtraction or it could be attributed to sur-
face enhancement due to the bonding of the polyacrylate with the surface of the plati-
num nanoparticles.

Figure 7-14 shows the UV-VIS absorption spectra for the growth process for the 1:5
ratio platinum sample where a spectrum of the polyacrylate was taken before adding
the Pt salt solution and using that spectrum for the subtraction. Comparisons can be
made to the other spectra, though this case did not lead to a very good subtraction
due to the high concentration of the capping material present. The maximum of the
band at ~215 nm again appears at approximately 4 hours into growth and then begins
to disappear towards the end of growth. The second peak at 228 nm is barely notice-
able, resembling more of a shoulder than a peak. This could be a consequence of the
polyacrylate subtraction or it could be attributed to surface enhancement due to the
bonding of the polyacrylate with the surface of the platinum nanoparticles.

Surface enhancement of nanoparticles has a definite effect on the surface plasmon
band. The dielectric constant of the polymer is much smaller than that of the water
and therefore a decrease in the dielectric difference on the surface of the particles
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Figure 7-13. Absorption spectra of a 1:1 ratio platinum solution with subtraction of a polyacrylate spec-
trum taken before starting the growth process. A maximum peak is observed at 215 nm and a second
peak is appears at 228 nm at approximately 4 hours into the growth process before disappearing after
growth is complete.
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Figure 7-14. Absorption spectra of a 1:5 ratio platinum solution with subtraction of a polyacrylate spec-
trum taken before starting the growth process. A maximum peak is observed at 215 nm and a second
peak appears at 228 nm at approximately 4 hours into the growth process before disappearing after
growth is complete.

may cause the absorption intensity to decrease. This is observed by the effect of the
surface capping material on these bands since the increasing concentration of the cap-
ping material decreases the intensity. Since the size and shape of the particles change
during the growth process, but the ratio of the bands does not, the answer would seem
to be linked to the capping material, which is relatively constant in the solution.

Figure 7-15 is a comparison of the maximum absorption spectra from Fig. 7-12,
7-13, and 7-14. The spectra have not been normalized. In this figure, a slight shift of
the 215 nm band to 217 nm is evident in going from capped to uncapped particles.
Also observed is the successive decrease in the intensity of the second band at 228 nm
with increasing amounts of capping material. It should be noted that the overall absor-
bance attributed to the platinum plasmon band remains relatively constant in these
three cases for the maximum intensity band.

The disappearance of the plasmon band after growth of the nanoparticles is com-
pleted may be attributed to the aggregation occurring in solution, which is observed
by the chain-like formations in the TEM images beginning at the fourth hour of
growth. It should be noted that this is also around the point in which the pH has
stopped decreasing and remains relatively constant in the case of the uncapped parti-
cles (see Fig. 7-10). Though the individual sizes of the nanoparticles are still within the
Mie theory range, together they may exceed this size used in the calculation which
may cause the decrease and eventual disappearance. The chains of particles formed
may be an extreme large prolate spheroid which was predicted [45] to greatly
decrease the intensity of the absorption spectrum. As was stated earlier, there are two
factors that can determine the plasmon band and its position: the surface plasmon and
the interband transitions. As opposed to the free-electron metals like gold which pri-
marily owe their visible range peak to the surface plasmon and their ultraviolet range
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Figure 7-15. Comparison of the maximum peaks for uncapped, 1:1 ratio and 1:5 ratio. The shift in the
215 nm peak as well as the change in intensity of the 230 nm peak and of the spectra overall is evident.
The spectra have not been normalized.

peak to the interband transitions, the absorbance of these less free-electron metals are
a mixture of these two. It is possible that the peak at 228 nm has more of a surface
plasmon character and the predicted and observed plasmon band at 215 nm has more
interband transition character. This is in accordance with the fact that this band does
not significantly change with time or varying concentrations. However, the band at
228 nm does seem to depend greatly on the way the solution is made.

Calculations are underway to understand the transient nature of the plasmon band
for these platinum nanoparticles. Simple Mie theory is not enough to explain the phe-
nomena outlined in this work. A Mie theory model corrected for both shape-depend-
ence and the changing concentration of different shapes as a function of time may
provide a more accurate model of the observed optical spectra.

First, it is necessary to address the shape-dependence of the absorption spectrum
since it is possible that the different crystal faces present in the samples may exhibit
different optical characteristics. Fuchs presented an expansion of spherical Mie theory
to describe ionic cubes, which may be appropriate for describing the absorption of
cubic platinum nanocrystals [117]. Therefore, optimizing Fuchs’ expression as a func-
tion of crystal shape, in particular as a function of the changing concentration of tetra-
hedral shapes, may explain the 228 nm peak.

A second means of expanding the model is to address higher order multipole inter-
actions within the crystals. The simplified model only addresses dipole interactions.
Particles of lower symmetry (relative to spheres) might be expected to have more sig-
nificant contributions from higher order multipole interactions [118]. For example,
Fuchs presented 6 different multipole resonances contributing to the absorption spec-
tra of ionic cubic crystals [117]. Hummel ef al reported a theoretical treatment of Mie
spectra for spherical aluminum particles of varying size, and included higher order
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multipole considerations [118]. Since there seems to be some relation between parti-
cle shape and higher order multipole contributions, a better model may need to
include both considerations.

7.4 Semiconductor nanostructures

Quantum confinement of excitons in semiconductors occurs as the particle size
becomes smaller than the exciton Bohr radius. For such small sizes, the surface effects
and the interaction with the surrounding medium become important. These interest-
ing size effects occur on the nanometer scale, allowing tunable optical properties of
the nanostructures. Devices and applications make use of such properties such as
enhanced and fast optical nonlinearity [119], high luminescence efficiency [119] and
single electron transfer [120]. The difficulty with the realization of many such applica-
tions has involved the stability of the delocalized state. The increased surface effects
for small sizes contribute to greater sensitivity to surface defects such as vacancies and
dangling bonds. Such surface defects allow the relaxation via exciton localization or
trapping. The possibility for both delocalized and localized states has caused confu-
sion over excitonic effects and surface trap effects [121]. For instance, photolumines-
cence may originate from both exciton and trap states. The following chapter is aimed
to describe the optical properties and dynamics in some semiconductor nanostruc-
tures. The size dependent absorption and emission properties of colloidal I1I-VI semi-
conductors were extensively studied. Aspects of exciton dynamics as a function of the
surface properties will be discussed and experiments, providing optical information
about semiconductor nanostructures will be summarized.

7.4.1 CdS quantum dots and interfacial charge transfer dynamics

Semiconductor quantum dot particles consist of a stabilized core with hundreds to
thousands of atoms arranged in a crystalline structure similar to their bulk material.
Particle stabilization is achieved by static repulsions [122], ionic or covalent capping
agents [25], micelles, or zeolite cages [123, 124]. Quantum dots may exist as films,
powders, or in solutions and may provide materials with absorption in the IR, visible,
or UV and can be controlled by changing the particle size, not its chemical composi-
tion or structure. It is these tunable properties, intermediate of the bulk materials and
individual molecules, which are responsible for the extensive research in quantum dot
systems.

The surfaces of quantum dots play a significant role with respect to physical proper-
ties due to their diameters falling within the nanometer size range. In such a size re-
gime, the atoms located on the surface may constitute up to 40% of the total number
of atoms comprising the particle. Therefore, the dynamics and the optical properties
of quantum dots are very sensitive to surface derivations which may also enhance
their utility in certain applications.

In potential applications for semiconductor quantum dots, such as in microelectro-
nics, solar cells, or as photocatalysts [125], a critical feature of generation and/or sepa-
ration of charges is required. The generation of charge carriers may be induced upon
photoexcitation whereby an electron in a high excited state is formed along with a
respective hole. Their separation, including transfer to acceptors (or donors), is
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achieved by the competition with the charge carrier recombination through trapped
states. Thus the understanding of these processes and their characterization is critical
with respect to their potential applications.

The methods typically used in semiconductor quantum dot synthesis result in struc-
tures with defects in the core and on the surface of the particles. Although thermody-
namically controlled techniques and size selective precipitation methods have drama-
tically improved the quality of the particle crystallinity and integrity of the surface
[126, 127], defects remain a common characteristic. These imperfections are responsi-
ble for energetically trapped states within the band gap transition. Depending upon
the kinetics of the charge separation through electron donors (or acceptors), these
states may compete with electron transfer processes. The use of optical spectroscopy
on a system of quantum dots with a relatively large percentage of defects in the pres-
ence of adsorbed electron acceptors may characterize electron and hole dynamic pro-
cesses and help understand the potentials or limitations in future QD applications.

CdS QDs made according to the procedure outlined by Henglein et al. [25] have an
advantage for this system due to the presence of core and surface defects which provide
trapped states. In addition, methyl viologen (MV?**), which is known to act as a good
electron acceptor, may be added to remove an electron from the system thereby isolat-
ing the trapped hole. By investigating the dynamics of a QD CdS versus a QD CdS-
MV?*, the path of electron or hole trapping processes may be determined by effectively
removing the electron from the QD. The rates for charge generation and separation,
electron transfer, electron trapping, and hole trapping may thus be monitored through
pump probe transient absorption experiments which follow the generation and recov-
ery of the lowest energy excitonic transition using the band gap absorption.

Femtosecond transient absorption spectroscopy may determine the rates of carrier
trapping and electron transfer processes in a CdS QD solution in the presence and
absence of (MV?>") electron acceptors (Fig. 7-16) [32]. In order to determine the elec-
tron and hole trapping rates, 100 fs laser pulses at 400 nm were used to pump a CdS
solution and promote an electron from the valence band (VB) to the conduction band
(CB) generating an electron-hole pair. Within 300 fs after photo-excitation, the car-
riers were found to occupy the lowest energy excitonic transition (band edge), which
resulted in a bleach (optical hole) at 480 nm. In order for this bleach to recover, both
the electron and hole must be removed from the conduction and valence bands or
LUMO and HOMO, respectively.

The presence of defects at the nanocrystal surface and internal lattice structure
cause trapped states which are at energies within the band gap. The electron and hole
pair may become localized into these low energy states effectively recovering the
band edge transition. The formation of the transient absorption bleach observed at
480 nm thus measures the generation of electron and hole carrier occupation of the
band edge state, and the recovery rate of this bleach measures the rate of the disap-
pearance of the slowest trapping process. In CdS particles (without MV?>*), the recov-
ery of the bleach occurs in 30 ps. When MV** molecules were added to the solution,
the recovery of the bleach was accelerated to 7.5 ps, and in addition a rise in absorp-
tion centered at 650 nm was observed for the appearance of MV™** radical cation.

MV?* is known to be an efficient emission quencher for CdS nanocrystals [27, 128,
129]. Upon electron transfer from CdS to MV?**, the radical cation MV** is formed
which exhibits a broad absorption centered near 650 nm. Within 300 fs after photo-
excitation of CdS-MV?*, a broad rise in absorption was observed and remained for a
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Figure 7-16. A) Transient absorption spectra for CdS — MV?* system. A fast bleach formation is
observed at 480 nm (band edge) which recovers on a ps time scale. A rise in absorption centered at 650
nm is assigned to the formation of a MV™ radical. The inset shows this absorption at 22 ps overlapped
with the transient spectrum for CdS QD at 22 ps magnified 10X to illustrate that the absorption feature
is not from a solvated electron. B) Steady state absorption (solid line) overlapped with transient absorp-
tion spectra (inverted for a CdS QD solution) illustrating that the bleach formation is from the band
edge transition. The formation of the bleach occurs within the pump pulse (short dash at —50 fs corre-
sponds to center of pump pulse) indicating fast formation of band edge transition followed by ps decay.

The inset shows the kinetics for the 480 nm bleach formation and decay for CdS QD solutions and CdS-
MV?Z* solutions.

time period longer than our experimental window (100 ps). These results are consis-
tent with a rapid electron transfer from CdS to MV?*, where the electron remains
with the quencher for a relatively long time period (nano-milliseconds).
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Figure 7-17. Schematic illustration of the electron and hole trapping processes (path a) and electron
transfer to MV>* (path b) when added to solution. 1) Upon photoexcitation with 400 nm pump pulses,
an electron is excited to a high electronic state followed by rapid relaxation to the band edge transition.
This is observed as a bleach formation at 480 nm within 200 fs. 2a) In the absence of MV?* | the electron
and hole are trapped. The electron trapping process is slowest and thus the rate determining step in the
bleach recovery (40 ps). 3a) The electron ultimately recombines with the hole. 2b) Upon the addition of
MV?2*, electron transfer occurs within 300 fs where the electron remains with the MV* radical effec-
tively removing the carrier from the CdS QD. 3b) The recovery of the bleach is thus determined by the
hole trapping dynamics which occur in less than 10 ps.

The formation of the bleach at 480 nm and the absorption at 650 nm along with the
decay of both features provide a model for the carrier trapping vs. electron transfer in
the CdS-MV?* system (Fig. 7-17). The electron trapping in the bare CdS nanocrystals
occurs in 30 ps. The addition of MV>* to CdS causes a rapid (300 fs) electron transfer
where the electron remains with the MV>* molecule and is effectively removed from
the nanocrystal. The difference observed in the trapping processes for the electron
and the hole may be explained by a higher density of states for the hole due to a high-
er effective mass. A second system using CdSe with napthoquinone (NQ) quenchers
was studied to compare its dynamics with CdS-MV?>*.

7.4.2 Colloidal CdSe quantum dots

7.4.2.1 Colloidal CdSe quantum dots and interfacial electron transfer observed by opti-
cal spectroscopy

Colloidal CdSe quantum dots (QDs) in the size range of 1 to 100 nm diameter have
been actively studied in recent years to understand the dependence of their electronic
properties on size [1-3, 7, 8]. Such QDs are large enough to build up the bulk crystal
structure but, on the other hand, they are too small to form continuous Bloch bands
of electronic states. When the QD diameter is comparable to or smaller than the di-
ameter of the bulk exciton (5.9 nm for CdSe) large changes in the electronic structure
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occur [3]. The three-dimensional confinement splits the continuous band into a series
of discrete quantum states. The dependence of the electronic structure on the size of
colloidal CdSe QDs was intensively studied by Bawendi et al. [19-23, 130] As a first
consequence, the lowest optical absorptions are shifted to higher energies. Secondly,
the excited electron dynamics of such QDs can change significantly [19, 22, 131, 132].
For such QDs electron trapping by surface traps becomes very important in determin-
ing the electron-hole dynamics and recombination, and thus the emission properties
of these particles. For this reason, the controlled preparation and surface modification
of semiconductor QD systems is a field of considerable interest.

The preparation method, developed by Murray et al. in 1993 [126], gives the most
homogeneous CdSe QD sample. In our case we prepared 4 nm diameter QD with a
standard deviation of 10% in size. The average shape is very close to spherical, al-
though shapes with prolate deviations are observed. Figure 7-18 shows a typical trans-
mission electron microscope picture of the sample on a carbon coated copper grid.

The absorption (dashed) and photoluminescence (solid) spectra in Fig. 7-19 con-
firm that a sample with relatively narrow size distribution was obtained. The absorp-
tion shows a relatively sharp onset at 580 nm. The photoluminescence has a narrow
peak at 570 nm and a broad shoulder between 620 and 780 nm. The narrow emission
band at 570 nm originates from charge carrier recombination from shallow trap states,
often referred to as near band gap emission. The broad emission shoulder at the
longer wavelength represents the radiative recombination of deep trapped charge car-
riers.

L0 nim
4

Figure 7-18. TEM image of the CdSe quantum dots (QDs) sample with an average diameter of 4.0 &+
0.3 nm. Slight prolate deviations are visible for individual QDs.
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In the following we present some spectroscopic studies on the CdSe QDs with the
electron acceptor naphthoquinone (NQ) and the electron donor thiophenol (TP) on
the surface. The spectral dynamics of CdSe-NQ and CdSe-TP is compared.

arbitrary units

wavelength L./ nm

Figure 7-19. Absorption (dashed) and emission spectrum (solid) of the sample shown in the TEM
above. Toluene was used as solvent and the temperature was 298 K.
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Figure 7-20. The time dependence of the bleach spectra of the CdSe QD in colloidal solution with thio-
phenol adsorbed on its surface. The inset shows the decay of the observed bleach at its maximum 550
nm (taken from ref. [34]).



224 Burda

By addition of the thiophenol (10 ul per ml QD solution), the steady-state emission
of CdSe QD was completely quenched [34], since the electron donor thiophenol (TP)
led to neutralization of the hole in the valence band of the excited QD [34]. With fem-
tosecond transient spectroscopy, we monitored the bleach recovery of the CdSe QDs
in the presence of TP. In Fig. 7-20, the transient pump-probe spectra of the CdSe QD-
TP system are shown. The bleach recovery kinetics were not accelerated. The mea-
sured bleach recovery time, observed at 550 nm, became slightly longer than in the
unperturbed QD (t; = 10 ps, 15 > 45 ps versus 11 = 2.5 ps, 7, > 40 ps). The results sug-
gest that in CdSe QDs, as in CdS QDs, electron trapping is the rate determining pro-
cess (Tyrap = 40 ps) of the bleach recovery.

The addition of 1,2-naphthoquinone (NQ) to the CdSe QD suspension led to effi-
cient quenching of the steady-state near band gap emission. With femtosecond transi-
ent spectroscopy, we monitored the bleach recovery of the CdSe QDs in the presence
of NQ. The resulting transient femtosecond spectra of CdSe QDs in the presence of
NQ (Fig. 7-21) showed the formation of an absorption between 600 and 680 nm. This
was assigned to the previously reported absorption of the radical anion of NQ. We
determined that the rate of formation for this radical anion absorption (200 fs, ob-
served at 650 nm) had the same rate constant as the formation of the bleach (200 fs,
observed at 550 nm). In addition, the decay times for both the absorption of the NQ
anion and the bleach recovery were the same (2.8 ps). The bleach recovery time was
reduced from the approximately 100 ns in the bare CdSe QD (without quinones) to
less than 3 ps in the presence of NQ. This was attributed to the electron shuttling
effect of the surface quinones, which first accept the electron and subsequently shuttle
it back to the hole in the QD valence band. The simultaneous observation of the QD
bleach and the NQ™ anion absorption is presented in Fig. 7-21.

It is interesting to compare how the surface molecules can effect the relaxation
dynamics. In Fig. 7-22 the temporal evolution of the bleach maximum is presented for
CdSe/NQ (solid squares), CdSe/TP (diamonds) and pure CdSe QDs (open circles).
The electron acceptor NQ increases the bleach revovery rate and TP decreases it com-
pared to the pure CdSe.

The large exchange interaction in CdSe causes a more complicated valence band
structure and, as a result, the possibility of “dark excitons” (since the transition from
the ground state is spin-forbidden). Bawendi and co-workers [21, 22] have provided
evidence for the dark nature of the energetically lowest exciton state of CdSe QDs.
These spin-forbidden states in 4 nm CdSe might decelerate the relaxation to deeply
localized traps.

As mentioned above, the observed emission quenching of CdSe QDs by TP sug-
gests that the TP neutralizes the holes in the valence band of the photoexcited CdSe,
thus inhibiting electron-hole recombination. This charge transfer across the CdSe
interface and subsequent neutralization of the valence band hole is also responsible
for the slowing of the bleach recovery relative to the bare QD. The TP preferably
binds to electron trap sites and thus eliminates at least partly the fast trapping pro-
cesses for the electron. As the electron relaxation dynamics is rate limiting for the
bleach recovery, it is clear that TP slows down the bleach recovery dynamics. The
Stokes-shifted photoluminescence from this 4 nm CdSe QD sample supports the sug-
gestion of a relaxation via surface trap states. The multi-exponential bleach decay
traces of the pure QD indicate competitive kinetics between internal state relaxation
and surface trapping.
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NQ is a classical electron acceptor. By-passing of the internal dark states of CdSe
accelerates the electron relaxation by shuttling the electron from the conduction band
across the interface (< 200 fs) to NQ and from there back into the valence band (< 3
ps). The electron shuttling effect of the NQ is revealed by the faster bleach recovery
dynamics in comparison to the CdSe and CdSe-TP systems. Since shuttling of the elec-
tron accelerates the bleach recovery, it can be concluded that the electron dynamics is
rate limiting in the relaxation processes of CdSe, similar as in CdS [32]. An interesting
aspect is that the charge separation across the CdSe interface by NQ reduces the over-
lap of the charge carrier wavefunctions, allowing in this case faster relaxation since the
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Figure 7-21. The simultaneous observation of the CdSe bleach (560 nm) and the NQ™~ radical anion
absorption (~630 nm). The similar decay times give evidence for the electron shuttling effect.

1.0
CdSe bleach
-0.8 ° Aops = 950 NmM
£} o °
g o °
N .06 o @ ° ®
©
g %@&o
8 -0.4 4 oY “Qd)ocoocib S0 o
~— fo] o]
< ® 1, =200fs  ° RN
nse
< 024 4
o CdSe t,=25ps 1,=40ps
0.0 B = CdSe-NQ t,=300fs 1,=285ps
] o CdSe-Tpt,=10ps 1,=45ps
O 10 20 30 40 50 60 70 80
time / ps

Figure 7-22. The effect of the adsorption of the electron acceptor naphthoquinone (dark squares) and
the electron donor thiophenol (diamonds) on the transient bleach of the CdSe QD band gap absorption
(circles) at 550 nm [33].
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driving force favors the charge recombination and exchange interaction is minimized.
On the other hand, the neutralization of the hole by the TP on CdSe QDs introduces
an unfavorable localization of the hole wavefunction, which slows the relaxation
dynamics even more. The TP eliminates electron traps on the CdSe QD surface.

In summary, the electron transfer via the CdSe QD interface is demonstrated in
both directions, from and to the surface molecule. The comparison of the effects of
the addition of the electron donor (TP) with the effect of the addition of the electron
acceptor (NQ) to the QD on the electron-hole dynamics leads to the following conclu-
sion: The added organic components on QD surfaces can act either as an efficient
electron shuttle and accelerate the charge carrier relaxation (e.g. NQ on CdSe), as an
electron robber and change the relaxation pathway of the photoexcited electron
(MV?* on CdS), or as an electron donor and hole trap to slow down the relaxation
process (TP on CdSe). Figure 7-23 summarizes the proposed electron transfer mecha-
nisms for the different composite systems.

In (a), the relaxation of the excited electron (step 1) and its combination with the
hole (step 2) in the valence band (which leads to bleach recovery) occurs via the NQ
and by-passes surface trapping [9, 10] and/or changes in the state multiplicity [11, 12].
As a result an acceleration of the bleach recovery is observed.

The electron-hole dynamics in the CdS-MV?>" system [2] is summarized in (b). In
this case, the electron is ragidly transferred from the conduction band of the QD to
the electron acceptor (MV~") (step 1). In an aerated solution at room temperature,
the MV™ does not shuttle the electron back to the hole in the valence band. The hole
is thus trapped in 7.5 ps by the surface states (step 2). This led to the conclusion [2]
that the observed bleach recovery time of 30 ps in the bare QD must be rate limiting
by the electron trapping and not by the hole trapping.

In (c), the hole in the valence band of the excited CdSe particles is first neutralized
by the electron transfer from the electron donor (step 1). The removal of the excited
electron (and thus the bleach recovery) takes place by surface trapping (step 2). The
fact that the bleach recovery is not greatly affected by the addition of TP suggests that
surface trapping in the CdSe QD is faster than the back electron transfer from the
QD conduction band to the TP. It is then concluded, that the bleach recovery in the
CdSe QD, like that in the CdS QD, is rate limiting by the electron and not by the hole

trapping.

a) Naphthoquinone as Electron Shuttk b) MV?" as Electron Acceptor ¢) Thiophenol (TP) as Electron Donor

Figure 7-23. The electron-hole dynamics in CdS (b) and CdSe NP in presence of electron acceptor (a)
or electron donor (c). For (b) and (c) it is proposed that the electron-hole dynamics is determined by
trapping into surface states (SS) [33].
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7.4.2.2 High pump power transient absorption spectroscopy on CdSe QDs: the effect of
multiple excitons in nanoparticles

In the pump-probe experiments discussed so far, we observe the two main exciton
bleaching (negative absorption) bands since low laser pump power was applied. As
the pump laser intensity is increased, we also observe in addition a new high pump
power induced transient absorption on the low energy side of the two exciton bleach
bands in our femtosecond pump-probe experiment [133]. Figure 7-24 presents the
transient absorption spectra at different laser pump powers. The power of the pump
pulse was adjusted to 2 (top), 6 (middle), and 16 uJ (bottom) while the beam charac-
teristics and the solution remained unchanged from those used in the 2 uJ experiment.
The transient spectra at higher pump powers still show the bleaching of the transition
at 560 nm. In addition, at higher pump powers superimposed transient absorptions
are observed on both sides of the bleach.

This new absorption can be discussed in terms of three possible causes: The absorp-
tion from a metastable state, the effect of the electric field of the many electron and
hole pairs formed in each particle at high pump intensities, or the formation of bound
electron-hole dimers (biexcitons) with greatly increased binding energy as compared
to that found in the bulk.

1. The metastable state could be the dark state proposed by Bawendi et al. [26, 27] or
a surface trap state populated via the exciton level. In this case, the red-shifted
absorption would be expected to have a rise time, which is equal to the observed
decay time of the bleaching spectrum. This is not observed. The transient appears
on an ultrashort time range (< 200 fs) while the bleaching decays on the picosecond
time scale.

2. At the excitation levels we are using in the high power experiments, more than 50
electron-hole pairs can be formed in the QD. At this high density of electrons and
holes, it is possible that an induced Stark shift or broadening of the absorption
could take place. This seems to be a good possibility, especially in the light of the
recent Stark field studies published by Colvin and Alivisatos [134] in which a
modulated external field of up to 64 kV/cm was used. From these studies, the
dipole moment of the lowest energy exciton is found to be 32 D. A multiple excita-
tion of a QD could lead to an even higher internal electric field leading to large
internal Stark fields. The transient absorption maxima should be more red shifted
when laser pulses of 16 uJ are used than when only 6 uJ pulses are applied. This is
not observed. Furthermore, the transient absorption maximum should shift with
increasing delay time between the pump pulse and the monitoring light pulse (i.e.,
as the number of excitons decays with time).

It could be that the shift results from the interaction between the free exciton

dipole [134] (32 D) and an internal field of a net surface dipole resulting from

rapidly trapped surface excitons. Trapping might not completely randomize the

initial non-isotropic excitation process. Since the particle is almost spherical, a

good number of the dipoles would cancel one another due to the fact that while

the initial dipole axes are parallel to the laser pump field, the signs of the induced
dipoles could be positive or negative.

In this model we might use the experimentally observed shift to calculate the size

of the net surface dipole as follows. We use the electrostatic dipole approximation

and the observed 120 meV shift AE to write down:

2pgp
AE = 5T Exe. 7-6
der’ (7-6)
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Figure 7-24. Transient absorption spectra of CdSe NPs with an average diameter of 4 nm, pumped with
400 nm fs-laser pulses with a laser power of 2 (top), 6 (middle), and 16 pJ (bottom) per pulse. Top: The
delay times of the spectra are 200 fs up to 110 ps. The measured absorption changes can be explained by
the state filling effect and surface trapping of the exciton. Middle: The positive induced absorption fea-
ture at longer wavelengths is attributed to the influence of a high density of excited charge carriers to
the probe transition. It leads to new high pump power induced absorptions. Bottom: The bleaching is at
this laser power covered by a broad absorption and is only visible by the growth of the broad absorption
at 560 nm, where initially an absorption minimum was observed. The change in the spectral shape of the
CdSe NPs from a bleaching (top) to an absorption (bottom) is a laser power dependent effect and a

higher charge carrier density is responsible for this transient behavior [133].
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where pg is the net surface dipole moment and pug,.. is that of the exciton (32 D)
[134]. If the distance between the two dipoles was set at r = 2 nm as an average
value in our 4 nm QD and ¢ is 10 x ¢ (ten times the vacuum permittivity), one can
calculate a maximum value of the average surface dipole moment ug =24 D.
The above model can also explain the weak sensitivity of the observed shift to the
excitation power. As we increase the power, we merely excite more particles as the
trapping sites in each particle saturate rapidly. Thus the intensity of the new
absorptions increase but the interaction between the free and the net trap dipole
remains constant. Furthermore, the lifetimes of trapped excitons are very long,
thus explaining the independence of the shift on the delay time.

3. The last assignment of the transient absorption to biexcitons seems to be an inter-
esting interpretation of the observed spectral changes. This might be supported by
the fact that such absorptions have been observed for the bulk [135], in QDs of 11
nm diameter in glass [136], and has been theoretically predicted by Park et al.
[137]. Theory by Hu et al. predicts that biexcitons are significantly stabilized in
QDs compared to the bulk semiconductor due to the quantum confinement and its
resulting enhancement of exchange and coulomb interaction [138, 139].

Hu et al. also observed experimentally photoinduced transient absorption at the
low and the high energy sides of the bleach maximum [138]. They also simulated their
experimental results and assigned [139] the induced transient absorptions to transi-
tions to the biexciton ground and excited states.

The biexciton binding energy is calculated from the equation Ey, = 2Exc — Epjexc. 1t
is clear that the calculated value depends on which excitons form the observed biexci-
ton with absorption at 590 nm. If the energy of the maximum of the strongest bleach
band is used for E., a binding energy is calculated to be 120 £ 20 meV. This is at
least 20 times larger than that observed in the bulk (1.2-4.1 meV) [135, 140] and four
times larger than that observed for the 11 nm particles in a glass (32 meV) [136]. This
might be a manifestation of the more severe quantum confinement of the biexciton in
the 4 nm CdSe QDs. According to the theory by Hu et al. [138, 139], the binding
energy of the confined biexciton should increase with decreasing QD radius.

If the observed absorption assigned to the biexciton is due to the interaction of the
two lowest energy “dark” excitons [21, 22] then the binding energy is reduced by 30—
40 meV to 70 meV. However, the dynamics of the formation of the transient absorp-
tion at 590 nm argues against this assignment. The absorption and thus the formation
of the biexciton is observed within our pulse width (100 fs). The relaxation to the spin
forbidden dark level takes place in a time > 400 fs [33], thus cannot explain a much
more rapid formation of the biexciton. If the observed transient absorption is due to a
“hetero-biexciton” resulting from the interaction between the bright exciton and a net
dipole of the rapidly surface trapped electrons and holes then the 120 meV is simply
the Stark red shift of the free exciton absorption as discussed above.

7.4.3 Core-shell heteronanostructures

In this section, the emission from the intrinsic state of CdS is distinguished from the
emission from surface localized states. The distinction is based upon the elimination
of surface localized states by surface passivation [141, 142] with inorganic materials
such as Cd(OH),, ZnS, CdO and HgS to form core-shell structures. The passivation
fills defects and dangling bonds. The effect of the relative core-shell band gap is deter-
mined by using shell materials of larger band gap (Cd(OH), and ZnS) and shell mate-
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rials of smaller band gap (CdO and HgS) than the CdS core. Surface coverage by
organic materials of much larger band gaps results in the resistance to oxidation and/
or reduction by the nanoparticle charge carriers. The passivation by such organics has
been demonstrated by the enhanced nanoparticle luminescence. However, the organic
capping produces Stokes shifted luminescence of long lifetimes, typical of trapped
states. The inorganic materials have recently demonstrated smaller Stokes-shifted
emission [143, 144, 149] with shorter lifetimes [146]. The inorganic materials are there-
fore more effective than the organic capping materials at sustaining the intrinsic state.

For better analysis, the size distribution and surface structure are critical. The syn-
thesis has therefore focused on narrowing the size distribution and controlling the sur-
face structure. Reverse micelle allows the achievement of both of these goals. A water
in oil microemulsion is employed to prepare CdS nanoparticles and ZnS, CdOH,, and
CdO capped CdS nanoparticles. The capping of CdS by a HgS spherical shell in an
aqueous colloid is also synthesized for comparison. For stability, the CdS-HgS core
shell structure is encapsulated by an outer CdS cladding. The resulting structure is the
CdS-HgS-CdS core-shell-cladding system. The relative band gaps of the core-shell-
cladding materials results in an electronic quantum well within the CdS QD. This
structure was first prepared by Mews et al. [150] and is known as a quantum dot quan-
tum well (QDQW). The band gap offsets in such a structure causes the relaxation of
the exciton into the well material. Unlike the wider band gap shell materials such as
Cd(OH), and ZnS (which confine the exciton in the core), the smaller band gap shell
materials like CdO and HgS confine the exciton within the shell causing novel proper-
ties. The influence of these different surface shells on the absorption and emission of
intrinsic quantum-confined states is described.

7.4.3.1 CdS nanoparticles capped with Cd(OH),

The formation of the wider band gap Cd(OH), shell around the smaller band gap
CdS core leads to the following properties: 1) a red shift in the absorption edge, (Fig.
7-25) 2) increased exciton emission, (Fig. 7-26) 3) slight fluctuations in surface state
sensitivity to surface charge and 4) blue shift in surface-state energy with increasing
capping thickness. These changes result from the additional Cd(OH), shell. As the
Cd(OH), shell forms around the CdS nanoparticles, the surface S*~ vacancies are par-
tially filled by (OH)™ forcing the electron back into core intrinsic states and eliminat-
ing many surface localized states. The elimination of surface dangling bonds causes an
increased exciton emission. This increased contribution to the exciton emission is
shown in Fig. 7-27, in which the ratio of the intensities of the band gap excitonic emis-
sion to the deep trap emission is plotted against the pH of the solution.

7.4.3.2 CdS nanoparticles capped with ZnS

ZnS surface passivation provides more understanding of the mechanism by which
the wider band gap inorganic shells increase the exciton emission in the CdS nanopar-
ticles. Unlike Cd(OH), , ZnS passivates both Cd*" and S*~ deficient sites. Figure 7-28
presents the absorption spectra of the CdS-ZnS (core-shell) heteronanostructures of
different sizes. In agreement with quantum confinement, the absorption band red
shifts with increasing size. The ZnS shell enhances the excitonic emission just as the
Cd(OH), shell does. Figure 7-29 presents the excitation and emission spectra for a
CdS-ZnS nanoparticle. Both exciton and trap emissions are observed. However, as a
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Figure 7-25. The absorbance spectrum of 3.8nm CdS nanoparticles for different Cd(OH)," shell thick-
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Figure 7-27. The emission intensity vs. pH for CdS nanoparticles as taken from reference 153.

result of the ZnS shell, the exciton emission is greatly enhanced. The surface trapped
emission can almost be neglected for the heavily capped CdS. As with the Cd(OH),,
the increased band edge (exciton) emission results from passivation of Cd** deficient
sites. With ZnS, the S*~ deficient sites are also filled by Zn**. Unlike Cd(OH),, several
layers of ZnS are necessary for effective passivation and enhanced carrier confine-
ment. This necessity of multilayers for core confinement was also observed by Alivisa-
tos [147]. Alivisatos observed that 1-3 layers of CdS was not enough for passivating
CdSe nanoparticles. After capping CdSe with 3 layers of CdS, an additional layer of
organic surfactants was needed to produce band edge emission. Obviously, the band
gap difference between CdSe and CdS is not large enough to prevent tunneling of the
exciton. These observations support the importance of the band gap differences of
core and shell materials in order to effectively passivate the core.

Although the CdS excitonic emission is enhanced by both Cd(OH), and ZnS passi-
vations, the final enhancement (i.e. the observed enhancement after adding excess
capping shells of both materials) is greater for ZnS heavily capped particles (almost
twice the emission quantum yield of Cd(OH), capped CdS). The lower passivation
efficiency of Cd(OH), results from its inability to fill both Cd** and S*" vacancies
whereas ZnS accommodates both vacancies. Two other difficulties associated with
Cd(OH), passivation are the steric limitations and the charge imbalance due to the
different sizes and charges of (OH)™ and S*. On the other hand, one layer of
Cd(OH), capping is more effective than a monolayer of ZnS at passivating the surface
states, due to the tunneling across the ZnS monolayer. The larger polarizability and
the smaller band gap of ZnS require thicker ZnS shells to effect a barrier from the
surroundings, but a sufficiently thick ZnS barrier is more effective than a Cd(OH),
barrier.
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Figure 7-28. The absorbance spectra of CdS-ZnS core-shell for different CdS core sizes as taken from
reference 153.
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Figure 7-29. The excitation and emission spectra of CdS-ZnS, as taken from reference 153.

The improved passivation by ZnS allows better observation of the excitonic phe-
nomena. In fact, the thicker ZnS shells allow the observation of structure in the exci-
tation spectra (Fig. 7-29). The structure of the excitation spectra reflects the transi-
tions to upper excited exciton states for the CdS-ZnS structure. The phonon bottle-



234 Burda

neck effect [148] and decoupling from the surface states caused by the thicker ZnS
shell (5 layers) cause the stability of these exciton states. There are three peaks in the
emission excitation spectrum. The first peak corresponds to the 1s—1s transition [149].
The other two peaks at higher energies are the 1p—1p and 1d-1d. The energies of these
excited states are listed in Table 1 along with calculated results [149] based on the
effective mass approximation. The 1s-1s transition has been easily observed in
uncapped CdS nanoparticles. The new observation for these ZnS capped CdS particles
is the distinct resolution of the 1p—1p and 1d-1d states.

Table 1. Quantized levels from allowed transitions assignment for exciton emission (theoretical value
[149] in parenthesis).

Transitions Sample 1 (3.3nm) Sample 2 (3.4nm) Sample 3 (3.7nm)
1s-1s 3.122 (3.12) 3.091 (3.09) 2.966 (2.97)
1p-1p’ 3.387 (3.68) 3.332(3.54) 3.13 (3.37)
1d-1d" 3.667 (4.39) 3.635 (4.29) 3.396 (3.89)

7.4.3.3 CdS capped with HgS with an outer CdS cladding

HgS is a material with a smaller band gap than the CdS core. The absorbance
changes upon formation of CdS-HgS-CdS from a CdS core are revealed in Fig. 7-30.
As observed, the CdS quantum dots have an absorbance onset at 500 nm. The absor-
bance shoulder occurs at 465 nm. The formation of the HgS quantum shell about the
CdS core produces a red shift of absorbance. The onset of the absorbance red shifts to
600 nm. Formation of the outer cladding to yield the CdS-HgS-CdS heteronanostruc-
ture causes more red-shifting with a new absorbance shoulder at 630 nm. The absor-
bance onset shifts to 700 nm. These observations are consistent with the previous
results of Mews and coworkers [150].

The emission spectra of passivated CdS and CdS-HgS-CdS samples are compared.
Emission from CdS QDs is presented in Fig. 7-31. As discussed in the previous sec-
tion, two emission bands are observed for CdS. The exciton band occurs at 495 nm
and is relatively narrow. The other emission is broad and has a large Stokes shift to
600 nm. The lower energy emission at 600 nm originates from surface traps which
localize the exciton. The emission from the CdS-HgS-CdS quantum dot quantum well
is given in Fig. 7-31 for excitation at 465 nm. The 495 nm band of bare CdS is elimi-
nated in the QDQW system. Most importantly, a new band occurs at 700 nm. This
new band is characteristic of the QDQW. Mews and coworkers [152] demonstrated
that the emission originates from the HgS quantum well by ns transient hole burning
and fluorescence line narrowing. The dynamics of this new band are investigated by fs
time resolved absorbance spectroscopy [36, 37].

Time resolved absorbance spectroscopy was employed to get a better understand-
ing of the modification of the electronic structure resulting from the incorporation of
the HgS spherical shell within the CdS nanoparticle. Using hole burning techniques
with a femtosecond laser, we attempted to burn an optical hole in CdS QDs and com-
pare its temporal behavior with that in the CdS/HgS/CdS QDQW. In Fig. 7-32, the ps
time dependence of the optical hole (bleach band) for both the CdS QD (top) and
CdS-HgS-CdS ODQW (bottom) is presented. The excitation in both spectra is 400
nm. No optical hole is observed at the excitation in either particle at zero delay time.
The optical holes are observed at lower energies. While the band shape of the optical



Optical Spectroscopy of Nanophase Material 235

0.25
0.20 4
8 0.15 4 CdsS QD
[ oy
© CdS-HgS-CdS QbQw
Ke]
S 0104 4
8
<
0.05
0.00
300 400 500 600 700 800 900

Wavelength(nm)

Figure 7-30. The absorbance spectra of Cd, and CdS-HgS-CdS heteronanostructures as taken from
reference 36.
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Figure 7-31. The emission spectra of CdS and CdS-HgS-CdS as taken from reference 36.

hole for the QDQW shows spectral diffusion as its shape and peak shift from high to
low energies with time, the optical hole for the CdS QDs does not show such a large
time dependent spectral shift. The optical hole in the CdS QDs appears in the lowest
energy absorption region immediately after excitation and undergoes a very slight red
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shift within 2.5ps [32]. We could not resolve the spectral diffusion process from the
energy of the pump laser (400 nm) and the band gap bleach due to very rapid pro-
cesses involved in the QD. The optical hole in the QDQW develops instantly over a
broad range. However, the broad optical hole in the CdS-HgS-CdS QDQW exhibits
spectral diffusion at a much slower rate. Initially, this broad optical hole and its
dynamics in the QDQW were attributed to the presence of different interfacial traps
[36].

For more understanding of the detailed dynamics of the spectral diffusion in the
QDQW, a more detailed examination of this process was carried out, using faster
measurements. As observed in Fig. 7-33, the 50 fs delay hole burning spectrum (shown
by the broken line) gave far better resolution than the steady state absorbance. The
second derivative of the 50 fs spectrum (as given in the inset of Fig. 7-33) provides
even more information. This derivative spectrum clearly shows two maxima, one at
525 nm (2.36 eV) and another at 625 nm (1.91 eV). The second derivative also showed
a minimum at 600 nm. Further examination reveals that the 525 nm maximum corre-
sponds to a deconvoluted shoulder in the 50 fs bleach spectrum. The 625 nm maxi-
mum could result from the overlapping absorbance of the first two allowed exciton
transitions, predicted by Bryant et al. [38] at 1.89 eV (1P53, — 1P) and 1.93 eV (1P, -
1P). This agreement is supported by the observation that the maximum in the bleach
spectrum shifts from 625 nm (1.98 eV) at 50 fs delay to 650 nm (1.91 eV) at 2 ps delay.
The observed minimum (600 nm) in the 50 fs bleach coincides with an optically inac-
tive exciton state (2S3,, — 1S) near 600 nm.

In order to probe the dynamics of the different excitonic states in more detail,
kinetic studies were performed by observing the formation and decay times of the
optical hole (bleach) at different energies, while pumping is carried out at 400 nm.
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Figure 7-32. Ccomparison picosecond bleach spectra of CdS and CdS-HgS-CdS as taken from reference
37.
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The results are shown in Fig. 7-34. It is clear that both the decay times and the forma-
tion times (inset) show different behaviors for the bleach dynamics examined in the
2.1-2.6 eV (the high energy optically allowed) region and in 1.8-2.1 eV (the low
energy allowed) region. This suggests that the relaxation processes of the electron and
hole (giving rise to the spectral diffusion) seem to have a state at an energy of 2.08 eV,
which acts as a “bottleneck” in the excitation relaxation process from high to lower
energy. The high energy bleach forms and decays much faster than the low energy
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Figure 7-33. The femtosecond bleach spectra of CdS-HgS-CdS with second derivative extrema as taken
from reference 37.
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one. The energy of this state falls within the two different bands in the derivative spec-
trum of the broad bleach spectrum shown in the inset of Fig. 7-33. Furthermore, the
decay times of the high-energy region do not correspond to the formation times of the
low energy region. The high energy region (>2.1eV) decays with a rate distinctly faster
than the low energy region. There is a clear change in dynamics near 2.1 eV. This is
the minimum of the inset spectrum. One can determine that the energy of the dark
state(s) is 2.10 + 0.05 eV, which agrees very well with the predicted energy of the dark
state [38]. This calculation shows that this state (the charge-separated state) has its
electron already in the HgS well while its hole is in the CdS clad. The crossing of the
hole from the CdS clad to the HgS well is a slow process due to the large difference in
its effective mass of the two materials.
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8 Nuclear Magnetic Resonance —
Characterization of Self-Assembled
Nanostructural Materials

Li-Qiong Wang, Gregory J. Exarhos, and Jun Liu

Abstract

Self-assembly has been widely used for the preparation of novel nanostructural
materials. To both accelerate the dynamics of this processing route and develop new
nanostructures, it is critical to understand the attendant interfacial interactions which
occur in solution between the different precursor components, and how such molecu-
lar level interactions affect nanostructural ordering. Other chapters within this book
contain extensive discussions of experimental techniques for characterizing nanoscale
materials, such as small angle x-ray or neutron scattering, high-resolution electron mi-
croscopy, and surface force microscopy. This chapter will focus on nuclear magnetic
resonance (NMR) methods which are sensitive to local chemical environments and
provide complementary information on the molecular scale, in contrast to other ana-
lytical techniques. The first section provides a brief introduction of fundamental NMR
principles and their applications. It is followed by examples to illustrate how NMR
can be used to derive information related to long-range ordering on the nanometer
scale, the molecular conformation on a sub-nanometer scale, and their correlation to
the interfacial binding.

8.1 Introduction

Self-assembly processes have been used widely to synthesize novel nanostructural
materials [1]. Through the use of these techniques, atoms, molecules, and particles
arrange themselves into highly ordered structures which exhibit structure-selective
properties (e.g. molecular transport, molecular sieving, etc.). The fundamental forces
which drive the self-assembly process can be both intra- and inter- molecular. For
example, bifunctional molecules containing a hydrophilic head group and a hydropho-
bic tail group can be induced to form self-assembled monolayers (SAM) on a sub-
strate [2, 3]. Because of the capability to control the molecular arrangement on the
surface and interfacial properties, SAM are widely used to engineer materials proper-
ties, such as wetting, adhesion, and friction. The monolayers are also used to mediate
the molecular recognition processes and to direct oriented crystal growth [4]. On crys-
talline surfaces that will not chemically react with the SAM (such as alkyl thiols on
gold), the main driving force is the intermolecular van der Waals interaction, although
the substrate symmetry has an effect on the overlayer structure. These kinds of SAM
have been used as model systems to understand surface properties and conformations
of more complex molecules which may influence ordering phenomena on oxide sur-
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faces, such as silica [5, 6]. In addition to the van der Waals forces between the hydro-
carbon chains, the intermolecular binding, and the interfacial chemistry between the
SAM molecules and the substrate play a critical role in these systems. The SAM for-
mation may involve cross-linking the adjacent molecules, as well as chemically binding
the molecules to the substrate.

A recent example of self-assembled materials is that of ordered mesoporous ceram-
ics which have first been reported by Mobil Oil Research [7]. The ordered mesopor-
ous materials were synthesized using self-assembled surfactant micellar structures as
templates. These materials have a very high surface area (> 1000 m?/g), ordered pore
structure (mostly hexagonal packed cylindrical pore channels), and extremely narrow
pore size distribution. The pore diameter can be adjusted from 2 to 15 nanometers
(nm) (30 nm if polymeric templates are used [8, 9]). The preparation methods involve
mixing ceramic precursors (such as sodium aluminate, silicate precursors, and silica)
in a surfactant (cetyltrimethylammonium chloride, CTAC, or cetyltrimethylammo-
nium bromide, CTAB) solution and mixing the agents at temperatures below 150°C.
In principle, surfactant molecules form ordered micellar phases. The most common
phase consists of rod-like micelles packed in hexagonal arrays. The ceramic precursors
bind to the head groups of surfactant molecules, and finally co-condense, forming a
continuous ceramic phase. Subsequently, the surfactant molecules can be removed by
thermal or chemical treatment. Because of the unique properties, the new mesopor-
ous materials will have many potential applications [10] in the chemical industry (cat-
alysis) [11], semi-conductor industry (porous films) [12] and industries involved with
environmental remediation (adsorption, separation and ion exchange) [13].

SAM have been extensively studied by diffraction techniques and by surface force
microscopy (see Ref. [3] for a review). Other techniques, such as X-ray photoelectron
spectroscopy (XPS), X-ray absorption fine structure spectroscopy (EXAFS), and
infrared spectroscopy (IR), also have been used. X-ray diffraction (XRD) provides
information on molecular spacing, orientation, molecular tilting, and degree of order-
ing [3]. Atomic force microscopy (AFM) allows direct imaging of domains and aggre-
gates [14]. Only under special conditions can resolution to the molecular level be
achieved. Studies of surface composition and surface chemical reactivity can use XPS
and IR [15]. EXAFS provides structural information concerning the local environ-
ment, such as bond length, bond angle, and spatial geometry [16]. The most widely
used methods for characterizing ordered mesoporous type materials include transmis-
sion electron microscopy (TEM) and small angle X-ray diffraction or (XRD). The
structure and symmetry for long range ordered materials can be identified easily from
the image at different orientations and the typical diffraction patterns expected of a
known structure [17, 18].

Several techniques widely used for studying inorganic materials, such as electron
microscopy, have some limitations because the organic components in many materials
have inherently low stability and low contrast under electron-beam irradiation in vac-
uum. Techniques to overcome some of the problems include fixation, staining, and
thin sectioning [19]. The specimen preparation is usually tedious and can introduce
artifacts. Cryo-electron microscopy [20, 21] has become more widely used in the last
decade because of the availability of better microscopes (microscopes that can per-
form low dose imaging) and well-designed sample transport mechanisms. The speci-
men can be rapidly frozen to a very low temperature, so that residual water is pre-
vented from crystallizing which can cause a destructive effect on the fine structures of
organic materials. The frozen specimen is transported to the microscope and imaged
with low beam intensity, usually using phase contrast to form the image. Continued
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progress in the imaging technique and computer-aided image reconstruction and anal-
ysis can further improve the resolution associated with cryo-electron microscopy tech-
niques.

Although organic materials are difficult to analyze by microscopy alone, they are
amiable to a wide range of spectroscopy techniques, including NMR. This chapter
shows how NMR can be used to study the nature of the cogent interfacial interactions
when combined with other techniques, how these interactions affect the self-assembly
of the organic components, and how the subsequent molecular conformation directs
structural evolution on a sub-nanometer scale. This fundamental knowledge not only
allows development of better materials, but also helps in understanding their proper-
ties.

As compared with other techniques, NMR is sensitive to the local environments
that are complementary to the longer-range structure afforded by imaging and diffrac-
tion techniques. The ability to resolve structure over short distances is especially
important in the study of polymers, amorphous materials, biological compounds, and
other systems characterized by the absence of long-range order. Unlike most other
techniques, NMR can provide information about the dynamics of the system in addi-
tion to structural information. The relaxation, molecular conformation, and mobility
of functional molecules in self-assembly can be obtained from a variety of dynamic
measurements. NMR is non-destructive and requires little sample preparation. More-
over, NMR is unparalleled by other techniques in terms of its ability to selectively
probe a specific interaction through selection of an appropriate excitation scheme.
For example, the nuclear dipole-dipole interaction can be studied selectively by using
modern pulse sequences that excite the dipole-dipole interaction, yielding highly spe-
cific information for a target nuclide

Due to the low detection sensitivity for some species, the need for a comparatively
large sample size can be a possible disadvantage. However, large samples are often a
necessary requirement to ensure representative results for these heterogeneous mate-
rials.

8.2 Basic principles of solid state NMR

A cadre of authoritative book chapters and review articles are available on solid
state NMR theory and practice [22]. In brief, nuclear magnetic resonance arises from
the adsorption and emission of radio-frequency energy by nuclear spins as they oscil-
late and reorient under internal and external magnetic fields. The local environments
around the observed nuclei and the mobility of the nearby atoms or molecules greatly
influence the oscillation frequency and reorientation times of the observed nuclei.
Due to its extreme sensitivity to the local environment and the mobility of the mol-
ecules in the sample, NMR spectroscopy allows researchers to obtain detailed struc-
tural and dynamic information for many different types of materials. Based on the
fact that NMR signal intensity is proportional to the number of contributing nuclei,
the NMR method also can be used for quantitative compositional analysis of
unknown materials.

Following are the three basic interactions in solid-state NMR and a brief discussion
of how they yield specific information about local symmetry and bonding. The de-
tailed theory and measurements which underlie these interactions are not described
in this chapter.
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8.2.1 Chemical shift interaction

The chemical shift interaction arises from the magnetic electron-nucleus interaction
(electrons shielding nuclei from the applied magnetic field), which alters the local
field experienced by the nucleus and, therefore, affects its oscillation frequency. The
change in the oscillation frequency is measured as the chemical shift of a specific
nucleus. The magnitude of the chemical shift is proportional to the applied magnetic
field and the shielding constant determined by the electron distribution near the spe-
cific nucleus. For example, the methyl proton has a different chemical shift from the
methylene proton, due to a difference in shielding constants. Because the electron dis-
tribution near the nuclei in general is not symmetric, the chemical shift has directional
properties. The chemical shifts seen in NMR spectra depend largely on the micro-
scopic orientation of the atomic or molecular species with respect to the applied mag-
netic field. For molecules randomly oriented in a rigid lattice, the distribution of
orientations produces a range of chemical shifts, hence a broad spectral line. By con-
trast, the rapid and isotropic molecular motion in liquids averages the anisotropic in-
teractions and thus narrows the spectral lines. To reduce the line broadening in the
solid sample due to the anisotropic effect, and to increase the sensitivity, magic angle
spinning (MAS) is usually used. In MAS, the sample is rotated about an axis inclined
at 54.7° with respect to the applied magnetic field. (The magic angle of 54.7° is derived
by removing the angular term in the chemical shift interaction.) This technique has
been widely used for spin-1/2 nuclei, such as B¢, N, YF, 2%Si, and 3'P [23].

Under the MAS condition where the linewidth due to the chemical shift anisotropy
is larger than the spinning frequency of the samples, a set of sharp spectral lines are
produced that are spaced at the spinning frequency and centered on the isotropic
(averaged) chemical shift. From the MAS NMR spectra, the isotropic chemical shift
corresponds to the values that would be obtained in isotropic solution. These chemical
shifts are fingerprints of specific functional groups or species and can be used to iden-
tify the functional groups or species in solid materials. The analysis of the spinning
side-band patterns can provide the three-dimensional chemical shift tensors that can
be used to obtain structural information, including the coordination and symmetry of
the molecules.

8.2.2 Dipole-dipole interaction

The dipole-dipole interaction is due to the interaction of magnetic moments
between two nuclei, and is dependent upon the magnitude of the magnetic moment of
the nearby nuclei, the distance between two nuclei, and the directional term, including
the angle between the internuclear vector and the applied magnetic field. MAS NMR
can reduce the spectral line broadening, due to the anisotropic dipole-dipole interac-
tion through rapid spinning at the magic angle to remove the similar angular term, as
in the chemical shift interaction. Because the dipole-dipole interaction is also distance
dependent, the structural parameters, including the internuclear distances, can be
extracted from the dipolar-based experiments. For certain solids containing 'H or 'F,
the spectral linewidth is significantly broadened, due to the large magnetic moments.
In order to remove the large dipole interaction from the nearby protons, proton dipo-
lar decoupling is used. This decoupling is accomplished by applying a perturbing field
at the proton resonance frequency that results in a reduced linewidth.
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Although dipole-dipole interactions can significantly broaden spectral lines, the
dipole-dipole interaction is the basis for the very commonly used cross-polarization
(CP) technique [24]. Due to the difference in nuclear spin temperatures, CP is widely
used to enhance the sensitivity of the observed nuclei by transferring magnetization
from an abundant-spin system (usually protons) to the spin system of the observed
nucleus. Cross-polarization occurs if the nuclei can interact with each other via moder-
ately strong dipole-dipole couplings. The stronger the dipole coupling, the faster the
cross-polarization process will occur. CP-MAS and proton decoupling are often used
together to obtain high-resolution solid-state NMR spectra.

Many methods are available to measure the magnetic dipole-dipole interactions.
Detailed information on the theory and measurement of these dipolar couplings can
be found in the literature [25-34]. For example, spin-echo double resonance
(SEDOR), and rotational-echo double resonance (REDOR) experiments have been
used to measure the heteronuclear coupling. Information on internuclear distances
can be extracted from the heteronuclear dipolar couplings where magnitudes are pro-
portional to the inverse third power of the internuclear distance and, therefore, are
extremely sensitive to the separation of the coupled spins. As compared with the con-
ventional CP-MAS NMR, REDOR provides the information not only on the individ-
ual nuclei, but also the connectivity to other nearby nuclei. Therefore, a combination
of conventional MAS NMR with dipolar-based techniques is required to determine
structures of unknown solid materials.

8.2.3 Electric quadrupole interaction

Electric quadrupole interactions are due to the interactions of non-spherical
nuclear charge distributions with electrostatic field gradients generated by asymmetric
electron distributions in molecules or at lattice sites (the chemical-bonding environ-
ment). This interaction affects only nuclei with I > 1/2 in non-cubic environments. For
quadrupolar nuclei with spin > 1/2, such as HB 170, 23Na, ?’Al, and ®Ga, an addi-
tional source of spectral broadening arises from the anisotropic quadrupolar effect.

The detailed information on the theory and measurement of quadrapole interac-
tions has been discussed extensively in the literature [35-42]. Double-rotation (DOR)
and dynamic-angle spinning (DAS) NMR techniques, where the sample rotates about
two axes, can be used to reduce the spectral linewidths by eliminating the quadrupolar
effects in addition to the chemical shift anisotropy and dipole-dipole coupling effects.
Currently, the multiple-quantum correlation NMR technique is used to obtain high-
resolution solid-state NMR spectra for quadrapole nuclei under the conventional
magic-angle spinning conditions.

Instead of removing the quadrupolar interaction, a static wide-line NMR experi-
ment for quadrupolar nuclei (using a large spectral window ) can be used to obtain
the quadrupole coupling constant. At the same time, simulations of the wide-line
spectra provide molecular motion and dynamic information. For example, a *H wide-
line NMR spectrum of a static solid gives a pake pattern (due to the quadrupolar
interaction) that can be simulated to give the information about the molecular
motion. The distinctive quadrupole splitting patterns for *H in different liquid crystal
environments can be used to construct the complex phase diagrams because the split-
ting is controlled by the symmetry of the specific phase.
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8.3 Application of NMR in characterization of self-assembled
materials

8.3.1 Phase identification

As discussed in other chapters, information on long-range ordering usually is
derived primarily from TEM, XRD, or optical microscopy. The crystalline structures
and phase diagrams of surfactant micellar structures, used in the synthesis of mesopor-
ous materials and nanoscale composites, have been extensively studied [18]. However,

A
[llllllilllllll’llYf
50 25 [¢] -25 -50
Frequency (kHz)
12.7
27.8
B C
50 25 0 -25 -50 50 25 o -25 -50
/ +
’
@ '
DM A S i voec.
—— e S : 24 hours
50 25 (o] -25 ~-50 :
/ |
11.5 A C 11.5
E M
IITI|]llll|ll‘7|""| rl’TlllllIl'Tllllll|I!
50 25 [o] -25 -50 25 -5
Frequency (kHz) Frequency (kHz)

Figure 8-1. ’H NMR spectra of a-deuterated CTAB in different surfactant concentrations with and
without adding silicate solution. (A) an isotropic CTAB aqueous solution at 25 °C, representative of
either cylindrical micelles (12.8% CTAB) or spherical micelles (6.8% CTAB). (B) A hexagonal silica-
tropic liquid crystal at 25 °C formed by the addition of the double four-ring silicate oligomer solution
and trimethylbenzene to an isotropic 12.8% CTAB solution (A). (C) A lamellar SLC at 25 °C formed
by the addition of the D4R silicate solution and TMB to an isotropic 6.8% CTAB solution (A). (D) An
intermediate SLC mesophase formed from (C) after heatlng for 10 min at 45 °C; a reversible first-order
phase transformation occurs, as evidenced by superimposed “H powder patterns from coexisting lamel-
lar and hexagonal phases. (E) A hexagonal SLC phase formed from (C) after equilibration for approxi-
mately 8 hours at 45 °C. (F) A hexagonal SLC is formed irreversibly from the lamellar sample (C) after
heating for 24 hours at 70 °C [taken from Ref. 45].
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it is desirable to study the materials in their natural states, so that true structural infor-
mation can be obtained in real time. Unlike microscopy techniques, NMR does not
require special sample preparation and handling, and, therefore, can be used to follow
the phase transformations in surfactant-silicate systems. In >’H and >N NMR [43, 44],
the distinctive quadrupole splitting patterns seen for “H in different liquid crystal
environments are controlled by the symmetry of the liquid crystal phase and can be
utilized to determine the phase diagrams. Anisotropic molecular motions lead to par-
tial time-averages of *H quadrupole interactions, making the ’H NMR quadrupole
splitting patterns sensitive to the long-range organization of surfactant molecules.

A beautiful example was provided in the formation of mesophase surfactant-sili-
cate composites [45]. Figure 8-1 shows typical ’H NMR spectra of a-deuterated
CTAB in different surfactant concentrations with and without adding silicate solution.
The “H NMR spectra for an isotropic CTAB aqueous solution at 25/C, representative
of either cylindrical micelles (12.8 % CTAB) or spherical micelles (6.8 % CTAB),
give a single narrow peak independent of the shape of the micelles. The isotropic *H
NMR signal results from the isotropically mobile spherical or cylindrical micelles in
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Figure 8-2. H NMR linewidths in dimethyldodecylamine oxide-D,O vs. surfactant concentration show-
ing phase transitions [taken from Ref. 46]. Phase: F1 = micellar, M = hexagonal, VI = cubic, N = lamellar,
C = crystalline.
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dynamic equilibrium with monomeric surfactant molecules in solution. After these
spherical or cylindrical micelles aggregate to form liquid crystal phases, the *H spectra
show the representative quadrupole splitting for the hexagonal and lamellar liquid
crystals. The splitting for the lamellar phase is about twice as large as that for the hex-
agonal phase, due to the larger order parameter associated with the lamellar liquid
crystal mesophase. The addition of silicate solution to the isotropic surfactant solution
results in the long-range order in typical mesophase syntheses. The meso liquid crystal
phase shows a slightly larger quadrupole splitting than the liquid crystal phase without
silicate, due to the larger ordering from the interaction between the silicate and sur-
factant species.

The advantage of NMR is clearly seen in that all the different phases can be cap-
tured as is, including the intermediate phase. In fact, the chemical shift and the line-
width can be quantified and used to map out the phase boundaries [46]. Figure 8-2
shows the linewidth of H as a function of surfactant concentration. As the surfactant
concentrations increase, the aggregate structures change from micellar to hexagonal,
to cubic, to lameller, and finally to solid crystalline phases. The NMR spectrum not
only shows different linewidth in different regions, but also shows sharp transitions
across phase boundaries.

The N NMR spectra also can be used to study surfactant mesophase formation.
The distinctive quadrupole splitting enables the identification of different phases
formed during the synthesis [44]. The advantage of using "N NMR over the ’H NMR
is that samples do not need to be deuterated. However, the NMR resonance of N is
much broader, and the results are less reliable.

8.3.2 Chain conformation

NMR is very sensitive to the local chemical environment and the molecular confor-
mation of long-chain molecules. The relative populations of trans and gauche confor-
mations influence the '*C chemical shift of the interior methylene carbons of the alkyl
chains. Detailed information on local molecular conformation affects a range of sur-
face and interfacial properties, such as wetting, mobility, and binding, and is difficult
to obtain from imaging and scattering techniques.

The carbon atoms of n-alkanes gave a resonance at 30 ppm in solution where equi-
librium populations of trans and gauche conformations exist, but in the crystalline
state a down-field shift of about 3-4 ppm is observed for an all-trans conformation
[47]. Recently, well-oriented monolayers were reported to display an intense peak at
33 ppm. This peak is characteristic of the '>C chemical shift for the interior methylene
carbons of the alkane chains in all-trans conformation [6]. Thus, the chemical-shift
position of the resonance associated with the interior methylene can be used to mea-
sure the degree of the order for the long-chain molecules.

Many NMR experiments involve MAS and high-power proton decoupling to
remove the line-broadening due to the chemical shift anisotropy and 'H-'>C hetero-
nuclear dipolar coupling in order to obtain high resolution '*C solid-state NMR spec-
tra [48]. Figure 8-3 shows an example of high resolution solid-state '>C NMR spectra
for long chain surfactant molecules [6]. In this experiment, zirconium octadecylpho-
sphonate (ODPA) is placed on nonporous silica (Cab-O-Sil) as self-assembled mono-
layers (Fig. 8-3A). The large resonance at 34 ppm in the >’C NMR spectrum is asso-
ciated with the interior methylene of ODPA in all-trans conformation, although only
a small, more mobile component is present for the disordered chains at 30 ppm.
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Figure 8-3. °C CPMAS NMR spectra [taken from Ref. 6] of (A) zirconium octadecylphosphonate
(ODPA) deposited on fumed silica, (B) octadecyltrichlorosilane (OTS) deposited on silica at room tem-
perature. Both ODPA and OTS are chemically bonded to the silica surfaces. All-trans conformations
are resolved in both systems.

Therefore, the conclusion is that a well-ordered metal phosphate monolayer is formed
by the self-assembly technique. As a comparison, the ">C spectrum of alkyl silanes on
silica support is also shown in Fig. 8-3B. The resonance peak for the backbone methy-
lene is located at 30 ppm; therefore, the monolayer is much more disordered than
ODPA.

The examples in Fig. 8-3 involve chemical binding of the monolayers with the sub-
strate. Ordered SAM can also be formed without chemical binding at the interface.
One such widely studied system is composed of alkane thiol monolayers on a gold
substrate [49]. For NMR studies, colloidal gold particles, rather than a flat substrate,
are used. A combination of >C chemical shift, relaxation, and line shape data shows
that the alkane thiol surfactant on the gold in the case of long chain (n = 16, 18) is in
semicrystalline state. At room temperature, domains of all-trans chains coexist with a
smaller population of more mobile chains containing gauche conformers. The high
curvature of the surface of the very small gold particles (diameter about 2 nm) pre-
vents efficient packing of neighboring chains, as in the case of alkane thiol monolayers
on planar gold. Instead, the spacing between the colloids, as measured by TEM and
XRD, suggests that intercalation of the chains of neighboring gold particles allows
crystallization into an extended all-trans conformation. The tail group of the chain,
however, exhibits completely conformational disordered at room temperature as the
short chain (n = 8) alkane thiol on the gold.

The molecular ordering is dependent on the temperature. In-situ heating is an ideal
NMR experiment to study the order-disorder transition in self-assembled monolayers
[50]. Figure 8-4 gives the variable temperature '*C solid-state MAS NMR spectra for
octadecyl amine (ODA) on clay mineral [51], and alkane thiols on gold [50]. At a low
temperature, one large peak at 33 ppm is observed, corresponding to the interior
methylene in all-trans conformation. When the temperature is increased beyond
50 °C, the maximum peak intensity begins to shift to 31 ppm, indicating the chains
start to become disordered.
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Figure 8-4. Variable temperature 13C solid-state: MAS NMR spectra for octadecyl amine on clay
mineral (Fig. 8-4A), and alkane thiols on gold (Fig. 8-4B) [taken from Ref. 50, 51]. At a low tempera-
ture, one large peak at 33 ppm observed corresponding to the interior methylene in al/l-trans conforma-
tion. When the temperature is increased beyond 50 °C, the maximum peak intensity begins to shift to 31
ppm, indicating the chains start to become disordered. *C CPMAS

The molecular conformation is also related to the geometric environments. Figure
8-5 shows the '*C spectra of the surfactant molecules [51] in: (A) lamellar and hex-
agonal biphase mesoporous silicate, and (B) lamellar clay minerals. The TEM micro-
graphs of the corresponding materials are also shown. Two different conformations
are resolved in NMR. The resonances at about 33 ppm and 30 ppm are assigned to the
internal methylenes of surfactants with all-frans conformations, and to those with a
significant number of gauche conformations, respectively. The geometric confinement
in lamellar materials including both the mesoporous silicates and clays can force the
molecules to pack more efficiently to form the all-trans conformation, while the mol-
ecules in cylindrical pore channels exhibit more freedom and less efficient packing.
This conclusion can be supported by the line-shape analysis and contact-time meas-
urements that show surfactant molecules in the layered structure with all-trans confor-
mation are less mobile than those in the hexagonal structure with mixed trans-gauche
conformations. This study also shows a possible direct correlation between the
chemical shift of NMR resonance and the microstructure of the corresponding phase,
therefore making it possible to quantitatively identify the amount of surfactant in
each given phase.

8.3.3 Interfacial binding

Some of the most valuable information NMR can provide is the nature of interfa-
cial binding, which usually dictates the self-assembly processes and the properties of
the materials. For example, cationic surfactant containing the ammonium group, both
CTAC [(CH)3NCH,CH,(CH,),;CH,CH,CH3;] and amphoteric surfactant containing
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Figure 8-5. 13C NMR spectra of surfactant molecules in (A) lamellar and hexagonal biphase mesopor-
ous materials, and (B) lamellar clay minerals, along with TEM micrographs [51]. Two different confor-
mations are resolved in NMR. The resonances at about 33 ppm and 30 ppm are assigned to the internal
methylenes of surfactants with all-trans conformations, and to those with a significant number of gauche
conformations, respectively. Geometric confinement in lamellar materials (with small layer spacings)
can force the materials to pack efficiently to form all-trans conformation.

the carboxylic and ammonium group CTPB [HOOCCH,N(CH3);CH,(CH,);;CHj3],
have been used to template the growth of mesoporous zirconia. As shown in Fig. 8-6,
13C single-pulse (SP) NMR clearly suggests that with CTAC and silica the binding
group is the ammonium group, but with CTAPB and zirconia, the binding group is the
carboxylic group [52]. For CTAC and silica, the largest line broadening and loss of
mobility associated with C1, C2, and C3 indicate the silicate is directly bonded to the
ammonium group. On the other hand, the ammonium group in the amphoteric surfac-
tant is not involved in bonding. The largest line shift and broadening is associated
with the carboxylic group, indicating the carboxylic portion is the bonding group.
More information can be obtained by carefully comparing the SP '*C spectra of the
pure surfactant, the intermediate disordered phase that is formed in the early stage of
the reaction, and the final ordered phase (Fig. 8-6A) [53]. Compared to the pure sur-
factant molecules, the bonding of the surfactant and the silicate, in the ordered and
disordered phases, caused considerable peak broadening, especially for the C1, C2,
and C3 groups associated with the methyl and methylene group in the head-group
area. The electrostatic binding of the silicate and the surfactant also caused a ~ 1 ppm
downfield shift for the NMR resonance peak associated with the methyl group next to
the head group and substantial broadening for the peak corresponding to the methy-
lene group adjacent to the head group. An additional peak at 57.4 ppm appeared in
the ordered phase, suggesting that methyl groups lost their symmetry due to geometri-
cal constraints in the head-group area in that phase. The relative peak intensities ob-
served in the >*C MAS NMR spectra of surfactant-silicate depend on whether CP or
SP excitation is used, an observation that is interpreted in terms of the mobility of the
surfactant on the silica surfaces. The '>C MAS SP spectra without 'H decoupling show
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Figure 8-6. NMR spectra of surfactant molecules [taken from Ref. 52, 53]. (A) Single pulse MAS spec-
trum of the pure surfactant solution, disordered aggregates, and hexagonal phase. The bonding of the
inorganic species causes the line shift and broadening of carbon groups near the head area. The methyl
group (indicated by the peak split for C1) also lose the stereochemical symmetry because of the local
ordering at the interfaces. (B) In the amphoteric surfactant, the ammonium group affected by bonding.
The largest line shift and broadening are associated with the carboxylic group. To simplify the results
for the amphoteric surfactant, the co-surfactant, which has the same structure as the head group of the
surfactant, was studied instead. This procedure eliminated all contributions from the tail groups while
providing the same information on the chemical bonding of the head group.

the methylene group next to the head group for the ordered mesoporous materials
exhibits a marked lack of motion, as compared to other segments of the surfactant
molecules. It also shows the methyl group at the tail of surfactant is very mobile.

This conclusion is further supported by experiments using a combination of NMR
line-shape and relaxation-time analyses, 7" (cross-polarization time constant) and
Ty," (the proton spin-lattice relaxation time constant in the rotating frame) with vari-
able-temperature NMR. The mobility of the functional group in surfactant can be
measured. Figure 8-7 clearly shows the rate of polarization varies among all individual
carbon groups of the functional groups and side groups in the ordered phase at a given
temperature. In these experiments, less mobile carbon groups, or carbon groups in a
more anisotropic environment, exhibit a faster CP rate. Therefore the motion of mo-
lecular segments near the silicate surfaces is restricted; the motion of molecular seg-
ments away from the silicate surface is not. The cross-polarization time constant (7cy
) and the proton spin-lattice relaxation time constant in the rotating frame (TlpH)
were derived from the variable-contact-time measurements, giving rise to more quan-
titative descriptions of cross polarization and relaxation behaviors for the surfactant
in mesoporous materials. Because cross-polarization is most efficient for the static
13C.'H dipolar interactions, the less mobile carbon groups exhibit the faster cross-
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Figure 8-7. Contact time array experiment of the surfactant molecules in the hexagonal phase. The
mobility of all the functional groups and segments can be derived. The mobility of the carbon groups
near the head area is affected, but the groups away from the head-group area remain disordered and

mobile [taken from Ref. 53].

polarization rate or the shorter Tcy. The information on the mobility for each seg-
ment of the surfactant derived from variable contact-time measurements is in agree-
ment with the line-shape analysis obtained from '*C MAS spectra with and without
'H decoupling.

The NMR experiments provide a physical picture for the formation of mesoporous
silica under basic conditions: the silicate species were first electrostatically bonded to
the surfactant. Initially, not only was the overall structure disordered, but also the
local environment of the interfacial region between the surfactant and the silicate
remained disordered. Further condensation of silicate ions caused the global struc-
tural ordering and local molecular ordering of the surfactant at the interface, but
away from the interface, the surfactant tails remained disordered and mobile.

8.4 Materials design, characterization, and properties

The materials design and properties critically depend on characterization and
understanding the self-assembly on the atomic and the molecular level, as well as the
nanometer scale, as discussed in previous sections. This relationship can be demon-
strated by the development of some novel materials — functionalized monolayers on
mesoporous supports [54]. These hybrid mesoporous materials have great potential
for industrial and environmental applications [13, 54, 55]. In these materials, func-
tional molecules are attached to the mesoporous support in a way similar to the prep-
aration of SAM on flat substrates, except that short chain molecules are used. The
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driving forces for the monolayer formation are the covalent binding to the substrate
and the cross-linking between adjacent molecules. This approach provides a unique
opportunity to rationally engineer the surface properties. The hybrid mesoporous
materials demonstrate exceptional selectivity and capacity for adsorbing heavy metal
ions from contaminated waste streams. Materials capable of recognizing other species
and molecules are also under development. Many other applications are being evalu-
ated.

The materials design has several requirements: close packing of monolayers on the
walls of the pore channels, stable binding to the substrate and between the molecules,
accessibility of the surface groups, and proper surface properties (wetting, for exam-
ple). High population density and close packing of the monolayer are desired for high
loading density of the target molecules. Stable interfacial binding is needed for the
durability of the materials. Because the monolayer chemistry is performed within
pore channels of a few nanometers, care must be taken so that bulk hydrolysis and
polymerization do not block the pore channels and bury the functional groups.

NMR proves to be an ideal technique to study the interfacial reaction and the mo-
lecular organization. First, ”Si NMR can be used to establish how the molecules are
bound to the substrate and linked to one another (Fig. 8-8). It is important to recog-
nize that relative peak intensities in 2°Si CP-MAS are not strictly quantifiable, due to
differences in relaxation behavior. Therefore, the Bloch decay pulse sequence (single
pulse excitation) with long recycle times was used to obtain data and quantify the mo-
lecular composition of these materials. Several different bindings can be identified.
The large peak at —111 ppm is from the silica support. For low functionalized mono-
layers coverage, three additional peaks from —50 to —80 ppm are identified, corre-
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Figure 8-8. 2°Si NMR spectra of organic monolayers on mesoporous silica. (A) At 25% coverage, (B)
at 76% coverage [taken from Ref. 54].
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sponding to three different environments for the siloxane groups in the functionalized
monolayers [54]: (i) isolated groups that are not bound to any neighboring siloxanes,
(ii) terminal groups that are bound only to one neighboring siloxane, (iii) cross-linked
groups that are bound to two neighboring siloxanes. Among the three, the most domi-
nant peak comes from terminal group (ii). The dominance of the terminal group sug-
gests the molecules are not closely bound to one another, and they are rather isolated.
For high functionalized monolayer coverage, the molecules are closer to one another,
and the most predominant peak corresponds to the cross-linked siloxane group (iii).
The isolated siloxane group (i) is absent. This configuration signals a transition from
dispersed islands to close packing.

The >C NMR further provides information on the behavior of the monolayers on
the surface. Single-pulse (SP) ?C NMR spectra along with the peak assignments [Si-
CH,(3)-CH,(2)-CH,(1)-SH] for 25%, 76%, and mercury-laden 76% functionalized
monolayers samples, respectively, are shown in Fig. 8-9. For 25% functionalized
monolayers coverage on mesoporous silicates, two resonance peaks were observed,
corresponding to the methylene carbon group C3, directly bonded to the Si atom and
to the other two methylene carbons (C2 and C1). An additional peak was observed
for 76% functionalized monolayers coverage. This peak was assigned to the meth-
ylene carbon (C1) next to the -SH group, based on the chemical shifts reported for
CHj;(CH,),SH [49]. The difference in NMR spectra taken for the organic monolayers
at different coverage was attributed to the different molecular conformations. At low
surface coverage, the carbon chains can adapt to a wide range of conformations;
therefore, the peaks for C2 and C1 cannot be distinguished because of conformational
heterogeneity. At higher population densities, all of the carbon chains are near one

1
C1,C2 -Si-CH,-CH,-CH,-SH
3 2 1

25 % coverage

76 % coverage

76 % coverage
+ Hg

ppm

Figure 8-9. >C NMR spectra of organic monolayers on mesoporous silica. (A) At 25% coverage, C1
and C2 cannot be separated because of conformational heterogeneity. (B) At 76% coverage, C1 and C2
are clearly resolved. (C) At 76 % coverage containing mercury, a new peak at 37 ppm is assigned for C1
because of the mercury thioalkoxide [taken from Ref. 54].



Figure 8-10. A schematic model is given for the
functional monolayers on mesoporous supports
based on the NMR results, along with results from
EXAFS and molecular modeling [Adapted from
Ref. 54].

another and have a more upright orientation with respect to the silica surface. The
molecules have a higher degree of ordering that narrows the linewidths in the '*C
spectrum and allows better resolution of the peaks for all three carbons.

The '3C spectrum for the 76% functionalized monolayer coverage with mercury
(Fig. 8-9C) shows the three resonances, corresponding to the C1, C2, and C3 methyl-
ene carbons observed in Fig. 8-9B, are still discernible but become much broader. A
new broad peak appears at 37 ppm, and the peak at 24.7 ppm decreases significantly.
This result suggests strong chemical bonding between the mercury and thiol group,
which causes the shift of the peak corresponding to C1 attached to the thiol group.
The next C2 group is also affected, but to a lesser degree. The peak at 24.7 ppm indi-
cates the thiol groups are not yet saturated with mercury.

The NMR results, along with results from EXAFS and molecular modeling, pro-
vide a solid model (Fig. 8-10) for the functional monolayers on mesoporous supports,
based on which the properties of the materials can be predicted. According to this
model, the maximum mercury loading is about 700 mg/g of absorbing material, which
is exactly what has been observed thus far. The model assumes that all the surface
groups are accessible, and, therefore, the surface properties (wetting) should be
directly related to the population density of the functional groups. Experimentally a
one-to-one correlation between wetting angle of water and the packing density of
functional groups has been obtained. The model also allows direct calculation of the
final pore size based on the initial pore size and the molecular length of molecules in
the monolayers. The calculated result agrees well with results obtained from a nitro-
gen adsorption technique [56].

8.5 Conclusion
This chapter has focused on the characterization of self-assembled materials using

nuclear magnetic resonance (NMR) techniques. The three basic interactions, includ-
ing chemical shift, dipole-dipole, and electric quadrupole in solid-state NMR under an
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applied magnetic field, are briefly described. Examples illustrate how an understand-
ing of these interactions can be used to deduce highly specific information about local
symmetry and bonding.

High-resolution NMR is sensitive to the short-range structure that is complemen-
tary to the longer-range structure provided by imaging and diffraction techniques. The
ability to resolve structure over the short distances is especially important for the
study of polymers, amorphous materials, biological compounds, and other systems
characterized by the absence of long-range order. NMR can provide not only struc-
tural information but also the information on the mobility and conformation of func-
tional molecules for the system of interest. The examples in this chapter were chosen
to illustrate how NMR techniques can be used to determine phase diagrams which are
influenced by long-range ordering on the nanometer scale, the molecular conforma-
tion on a sub-nanometer scale, and their combined effects on the interfacial binding.
The fundamental knowledge not only allows development of ordered nano-materials,
but also helps in understanding structure-property relationships in these ordered
mesostructures.
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10 Nanomagnetism
Walt A. de Heer

10.1 Introduction

When an object becomes so small that the number of surface atoms is a sizable frac-
tion of the total number of atoms then obviously surface effects will be important. In
general, a property will depend on the size of an object if its size is comparable to a
dimension which is relevant to that property. In the simplest case above, the param-
eter is the ratio of the atomic radius to the size of the object (which approximately
equal to the surface to bulk atom ratio). However there are many other length scales
that are relevant depending on the physical property under investigation. In mag-
netism for example, a typical size of a magnetic domain is of the order of 1 um and
particles much smaller than that will be mono-domain. Another scale involves
exchange coupling effects, which affect the magnetic polarization of neighboring fer-
romagnetic particles in non-magnetic hosts, have a range of the order of several nano-
meters. Here we will concentrate on several ferromagnetic systems which are so small
that their properties are size dependent [1, 2, 3].

It is important to realize that the “nano” in nanomagnetism is not uniquely defined.
For many workers active in nanomagnetism, nano does not signify nanometer scale,
but rather sub-micron or merely small (and all these interpretations are justifiable).
Bulk magnetic materials arrange in magnetic domains which are of this small size
scale and consequently virtually all magnetic systems can be considered to be “nano-
structured”.

Properties of very small metal particles have been extensively studied in the past 50
years [4], and much is known about their electronic and geometrical structure. Never-
theless, the field is still rapidly growing due to the vast number of different systems
and properties which are magnetic and the subtle complexities of material magnetism.

While interest in many systems on the nanoscopic scale is academic to a great
extent, small magnetic particles have been of industrial importance since the nineteen
fifties primarily stimulated by the recording industry’s desire for ever denser and
more reliable recording media. The quest for smaller particles which can be used for
recording purposes [5, 6] continues since smaller particles implies higher data storage
densities [7, 8]. There are of course material limits to how small a magnetic particle
can be and still be useful. For example, not only should the particle be ferromagnetic,
it should retain its magnetic orientation in ordinary conditions for many years.

New magnetic materials are also using for reading and recording magnetically
encoded information. Recently, it has been found that nanocomposites composed of
ferromagnetic particles embedded in noble metal matrices exhibit giant magnetoresis-
tance effects [9] related to those found in magnetic/non-magnetic superlatices [10].
These new materials are important for magnetic sensors: giant magnetoresistance
reading heads are used to read magnetically stored data.
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Magnetic nanostructures are also important objects of investigations for basic
materials research [1, 2]. Magnetic systems have complex electronic structures [11, 12,
13] and consequently it is a computational challenge to determine even the ground
state of the smallest of ferromagnetic particles (i.e. clusters of only a few atoms) from
first principles [14]. The complications mainly arise because the electronic spin (which
is the carrier of the magnetic moment), clearly cannot be ignored as it can be in more
simple metallic systems [4]. To bypass these complications, numerous approximations
have been devised which highlight specific aspect of magnetic response, however,
approximations usually compromise predictive power [11].

Many interesting magnetic properties are related to the dynamics of the spin system
[11, 12, 13]. At low temperatures, the magnetic moment (or total electronic spin) of
the system may spontaneously change direction in a quantum tunneling process [15,
16]. At higher temperatures, the spin direction will fluctuate due to thermal agitation
[17]. At the same time the magnitude of the magnetic moment will reduce, and even-
tually vanish at high enough temperatures (at the Curie temperature). These pro-
cesses are well known and reasonably well understood, however spin dynamics in
magnetic systems is still a topic of great theoretical interest and controversy [11, 12,
13].

Some basic knowledge of the properties of ferromagnetic systems is useful to
appreciate issues involved in nanomagnetism. The following Section 10.2 is intended
to provide some of this background, much of which can be found in various standard
textbooks on ferromagnetism. Section 10.3 discusses magnetism in systems with
reduced dimensions; Section 10.4 illustrates some characterization methods and Sec-
tion 10.5 discusses several nanomagnetic systems in some detail.

10.2 Basic concepts in magnetism

10.2.1 Atomic magnetism

Most atoms have net electronic angular momentum J which is a combination of the
total spin S and the total orbital angular momentum L. In fact, these quantities can be
determined for a specific atom using Hund’s rules (see i.e. [18]). The electronic struc-
ture of the partially occupied atomic shell is found by maximizing the spin S for the
valance shell of the atom, while respecting the Pauli principle. Next the orbital angu-
lar momentum L is found by maximizing it (without violating the Pauli principle).
Finally, S and L are combined to give the total angular momentum J in such a way as
to maximize the total J = |L & S| in units of 7, see Table 1.

For example, for the 3d shell fills in the 3rd row: (Sc:3d'4s?; Ti:3d4s?; V:3d34s?;
Cr:3d%4s'; Min:3d°4s?; Fe:3d%4s?; Co:3d74s%; Ni:3d®4s?; Cu:3d'%4s'). Hence, for iron S =
4/2 since there are 5 electrons in the up state and one in the down state according to
Hunds rules. Likewise L = 2+2+1+0-1-2 = 2, and J = L+S = 4. The magnetic moment
if the state (SLJ) is given by [18]

W= —g(LS)up) (10-1)
where g is the Lande g factor:

g=312+1/2(S(S+ 1)~ L(L + )J{J +1). (10-2)
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The energy of a paramagnetic atom (u # 0) in a magnetic field is
E(B)=p-B (10-3)

which means that its energy depends on its orientation. Consequently, if it is sub-
jected to a field gradient, there will be a net force on it:

F=-V(u-B). (10-4)

for example, if a paramagnetic atom is subjected to a field gradient 6B,/0z, the
force in the z direction is

F, = gugmjoB,/oz (10-5)

where m;j is the z component of J (quantized in units of /) and ug is the Bohr mag-
neton. A consequence of this effect is that the force on an atom due to a field gradient
is quantized and is either attracrtive or repulsive depending on the orientation of J
with respect to the field. This is the reason for the symmetric and quantized deflection
patterns that are observed in Stern-Gerlach atomic beam deflection experiments.

On the other hand, if the atom is in contact with a heat bath then the angular
momentum can relax in the direction of lowest energy which is aligned with the mag-
netic field, thereby causing a net attractive force towards the direction of increasing
field strength. In other words, paramagnetic atoms in a matrix are attracted to mag-
nets. The magnetization M is the time average of the projection of the magnetic
moment in the direction of the magnetic field B [19]

M = mygyupexp(my giupBIkT)/S exp(myg susBIkT). (10-6)
Defining x = JgyugB/kT = u B/kTwe obtain the Brillouin function [19]

M = gyup(2J+1)/2J coth{(2J+1)x/2J}—(1/2T)coth(x/2J) (10-7)
For large J, this reduces to the well known Langevin function [19]

M = gyugcoth(x)-1/x (10-8)

10.2.2 Ferromagnetism

When metal atoms are combined one at a time to form a particle (and eventually
the bulk), they arrange in such a way to minimize the total energy [18]. The atomic
bonding is mediated by the valence electrons which diffuse into the solid and are
shared by several or, in the case of conduction electrons, by all the atoms in the solid
[11, 12, 13]. To illustrate the bonding and its consequences for magnetism, we consider
the simplest case, which is the bond between two hydrogen atoms.

The ground state spatial wave functions of a diatomic molecule can be approxi-
mated as linear combinations of the atomic ground states: following Heitler and Lon-
don, for the H, molecule [18]:
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Wi(rir2) = ¢1(r1)pa(r2) £ ¢1(r2)da(r1); (10-9)

where ¢(r) is the (one electron) electronic ground state wave function of the hydro-
gen atom and ¥ is the two electron wave function ¥ is symmetric under interchange
of the electronic coordinates, r; and r,, and ¥, is anti-symmetric. The total electronic
wave function ¥ must be anti-symmetric under particle exchange and hence the spin
wave function of ¥, must be anti-symmetric. This means that the two spins are oppo-
sitely aligned and hence in a singlet state, while the spin wave function of ¥, must be
symmetric (consequently, the spins are aligned to give a triplet state). The energy
difference between these two states is the exchange energy Jy (not to be confused
with the total angular momentum J)

T = <Ws|HWs> — <¥, |H|¥ >, (10-10)

where H is the total Hamiltonian (P, are assumed to be normalized). The energy
difference between the S = 0 and S = 1 state is essentially due to the electronic Cou-
lomb interaction.

For most diatomic molecules, as for Hj, the singlet state is lower in energy than the
triplet state (‘W is then the bonding state and ¥, is the antibonding state of the mol-
ecule).

Hunds rules dictate that atoms with partially filled electronic shells will have rela-
tively large spins. Those rules can be traced to the exchange interaction which in
atoms favors aligned spins, since the anti-symmetry of the associated spatial wave
functions produces vanishing probabilities for both electrons to occupy the same place
at the same time (in accord with the Pauli principle). Consequently, the Coulomb
energy is reduced compared with the symmetric case.

10.2.3 The Heisenberg Hamiltonian and localized magnetic moments

If the electronic wave function of a system is known then the term in the Hamilto-
nian which operates on the spins and gives the energy related to the spin configuration
is given by [12]:

Hs=-5J;8; - S 10-11
i J

where S; is the spin operator of the i electron and the J;; are the exchange energy
constants. To illustrate this, we apply this operator to the singlet and triplet hydrogenic
states above. Realizing that 28; - S, = (S; + 82)? — (S1)? = (S2)?, so that S; - S, = 1/2(1%2
- 1/2%#3/2 = 1/2*#3/2) = 1/4 in the triplet state and Sy - S, = 1/2(0 — 1/2*3/2 — 1/2*3/2) =
—3/4 in the singlet state then the singlet and triplet energies are

Es = <Y|Hs|¥Ys> = -3/4J 12,
Et = <lpt|Hs|‘“Pt> =+1/4] 12 (10—12)
E-Es=J12

hence the triplet-singlet energy difference equals the exchange energy. Hence the
Heisenberg Hamiltonian (Eq. 10-11) allows one to extract the energies of the various
spin configurations. However, the many body wave function must be found deter-
mined, but for many purposes, approximations are made.
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In certain cases, for example for the ferromagnetic rare earth metals [18, 20] (i.e.
Gd, Dy, Sm), the magnetic moments (i.e. the ;) are strongly localized at the atomic
positions and the Heisenberg operator can be directly applied simply by replacing the
spin operators by the local spin values. Hence the total energy of the spin configura-
tion becomes

Es=-YJi8i - S (10-13)

In the simplest approximation, the energies can be evaluated assuming only nearest
neighbor interactions. If all the Jj; are positive, then clearly the ground state is the one
where all the spins are parallel to each other, hence the total spin of the system with n
spins is S = nS;. This Hamiltonian is useful to describe spin excitations (magnons) and
thermal properties of spin systems. For example, at high temperatures the spin direc-
tions randomize so that § = 0 as it should above the Curie temperature.

The case where the J;; are negative is also interesting since its ground state consists
of a lattice where the spins orientation reverses between nearest neighbors. This rep-
resents an anti-ferromagnetic ground state (not be confused with a non-magnetic state
like for Na). In anti-ferromagnetic materials, the local spin densities are non-zero, yet
the overall spin (and magnetic moment) vanishes. Examples of anti-ferromagnets are
MnO, FeO, CoO, NiO. Chromium is a peculiar ferromagnet with non-vanishing local
spin densities but with a periodicity which is incommensurate with the Cr lattice.

10.2.4 Molecular field approximation

The interaction of localized moments can also be described using the molecular
field approach [12, 19], where it is assumed that the interaction of spin S with all the
other spins can be approximated with an effective magnetic field B,s due to those
neighboring spins. For example, assuming that this spin has z identical nearest neigh-
bors then By is determined from

gMpz<S> - Bw = Jps (10-14)

where <S> is the average spin of the nearest neighbors and J, is the exchange
energy (i.e. the energy required to reverse the direction of the spin).

Applying the Langevin equation (Eq. 10-8) with Byy as the applied field allows the
magnetization to be determined a function of temperature. For example the Curie
temperature is predicted to be

Tc = zJS/(3k) (10-15)

where §? = §(S+1), while the magnetic susceptibility (3(T) = M/B, c.f. Eq. 10-8) for
> TC is

2(T) = n(gusS)*/3k(T-Tc) (10-16)
where n is the density. Despite its simplicity, the mean field model gives reasonable

predictions for the temperature dependence of the susceptibility, saturation magneti-
zation and heat capacity of several ferromagnetic metals (Fig. 10-1).
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T/Teurie 1 approximation and as measured for nickel.

10.2.5 Itinerant ferromagnetism: the iron group metals

In a metal which is constructed with paramagnetic atoms, the bonding is mediated
by the valence electrons which are often also responsible for the atomic paramagnet-
ism. In Na for example, the single 2s valence electron (S = 1/2) gives rise to the con-
duction band, which is know to be almost free electron like [18]. This means that these
electrons hardly feel the atomic potentials but instead an almost featureless average
potential. In this state, the local spin density vanishes everywhere (spin up states and
spin down states are equally populated everywhere) [4]. In other words the bulk is
non-magnetic. For Al(3s?3p!), the atom is ?Ps,. In the bulk the three electrons contri-
bute to the conduction band which again is almost free electron like. The atomic orbi-
tal angular momentum is quenched and there is no imbalance in the spin up and spin
down spin densities (not even locally).

This is not true for itinerant ferromagnetic metals such as the 3d transition metals
(Fe, Co, Ni) [19]. For example for Ni([Ar]3d®4s?), the atom ground state (°F) is para-
magnetic with spin S = 1. The bulk is ferromagnetic where each atom contributes 0.54
up. This is due to an imbalance in the up-down spin densities (orbital angular momen-
tum contributions are small). If the bulk is imagined to be constructed by gradually
reducing the distance between separated atoms, then each of the atomic orbitals
broadens into bands. For nickel, the five electrons per atom which occupy the 3d
majority spin band (spin up) are below the Fermi level as are about 4.54 of the elec-
trons which occupy the minority (spin down) band. The 3d minority band and the
unpolarized 4s bands intercept the Fermi level and hence are partially occupied: the
total occupation of the 4s and 3d bands is 10. The spin polarization hence comes from
a spin up/spin down imbalance, which in the bulk amounts to about 0.54 electrons per
atom corresponding to a magnetic moment of about 0.54 ug per atom (Fig. 10-2).
Consequently the local spin densities at the Fermi level of ferromagnetic metals do
not vanish. This is important in the characterization of magnetic materials.

The above example suggests that some of the atomic character of the 3d states is
retained even in the bulk (for example the large exchange splitting between the up
and down spin states). The non-integer occupation of the bands is caused by the itiner-
ant nature of the electrons and can be regarded as the fraction of time that those elec-
trons spend in corresponding atomic states. This picture is reasonable since the 3d
atomic orbitals are rather tightly bound, hence, even though the 3d electrons are itin-
erant, when they are near a core they momentarily fall into atomic orbits and acquire
atom-like properties.
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Figure 10-2. Schematic band structure of an itinerant ferromagnet (Ni). The majority spin band in
entirely below the fermi level and hence fully occupied. The minority band intercepts the fermi level
and is partially occupied. The spin imbalance gives rise to the magnetic moment (the s band is not spin
polarized there is no exchange splitting of this band). The non-integer spin imbalance is characteristic
for itinerant ferromagnets.

In the band picture ferromagnetism is explained in terms of the by exchange split-
ting of the d-bands that causes an imbalance in up- and down-spin occupations [12].
Hence the solid has a net spin which directly implies that it has a magnetic moment
(Eq. 10-1). The band picture emphasizes the fact that the spin carrying electrons are
itinerant and not localized at specific sites. In this picture it is natural to assume that
the reduction, and the eventual disappearance of ferromagnetism at high tempera-
tures, is caused by the thermal excitations of electrons from the filled down bands to
the partially filled up bands causing a reduction in the spin imbalance. This Stoner
mechanism however vastly overestimates the Curie temperature. In fact the ferromag-
netic to paramagnetic transition at the Curie temperature in itinerant ferromagnets
involves collective spin density effects (spin waves) which are not represented in the
band picture [12]. The itinerant nature of the 3d electrons in ferromagnetic metals has
been demonstrated in several experiments (see i.e. [21]).

10.2.6 Localized magnetism: the lanthanide metals

Strictly speaking, electrons in solids are always delocalized, however electrons in
high angular momentum states like the f electrons in the rare earth metals [18, 20],
may for all practical purposes be considered to be localized on specific atoms (Fig.
10-3) since the overlap of their electronic wave functions with those of neighboring
atoms is very small. According to Hunds rules, the f shells of rare earth atoms (i.e. Sm,
Gd) have large spins (3, 4 respectively) and large magnetic moments (8 ug; 10.6 ug
respectively), which includes the orbital angular momentum contribution [18]. In the
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Figure 10-3. Schematic diagram of a localized ferromagnet. The magnetic moments are due to incom-
plete of high angular momentum atomic shells (i.e. f-shells), which in the bulk have a very small overlap
with corresponding electrons in neighboring atoms. The spins are indirectly coupled via the conduction
electrons, in contrast to the direct coupling in the itinerant magnets.

solid, the magnetic moment per atom (7.63 ug; 10.2 ug) are almost as large as the iso-
lated atom, due to weak inter-atomic interactions of the f electrons. These weak inter-
atomic interactions further cause low Curie temperatures (292 K; 88 K) compared
with itinerant ferromagnets.

10.2.7 Exchange

Several exchange type interactions are responsible for magnetism in metals [11, 12,
13, 18]. One is the intra-atomic exchange which causes atoms to attain a net spin (see
Section 10.2.1) that underlies Hunds rules. Exchange is also responsible for spin order
(ferromagnetic or antiferromagnetic, Section 10.2.2). That interaction is the inter-
atomic exchange coupling which can be either indirect or direct as described in the H,
example. Indirect exchange occurs for example in the rare earth metals (Section
10.2.6) where the localized spins (from the partially filled f-shells) interact essentially
entirely via the mutually shared conduction electrons. Due to the small overlap of the
f-wave functions, this interaction is more important than the direct exchange in these
cases.

The indirect exchange is described in a theory by Rudrman, Kittel, Kasuya and
Yusida (the RKKY) [11, 12, 13, 18] model which finds that the coupling between S;
and §; is given by

Vij = ~Jsa® (2mkg*In®) Fo(2keRy)S; - S (10-17)
where
Fo(x) = —cos(x)/x> + sin(x)/x* (10-18)

and Jy is the indirect (s — d) exchange coupling constant, m is the electron mass, kg
is the Fermi wavevector, R;; is the distance between the localized spins S; and S;.
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The function Fy(x) shows that for short distances the coupling is ferromagnetic,
however it reverses sign and oscillates as the distance increases. These RKKY oscilla-
tions in the exchange coupling are important for the magnetic properties of surfaces
and small particles.

10.3 Magnetism in reduced dimensional systems

10.3.1 Surface magnetism

The magnetic properties at the surfaces of ferromagnets (in particular of itinerant
magnets) are significantly altered from the bulk for several reasons. For example, since
the number of nearest neighbors is reduced a valence electron tends to spend more
time at each ionic site, due to reduced coordination compared with the bulk. Weaker
bonding to neighboring sites causes the ions to have more isolated atom character, i.e.
the electrons (and hence the moments) are more localized than in the bulk [2, 22].
Figure 10-4 shows the evolution of the electronic structure as the dimensionality is
increased from the atom to the surface to the bulk. In general, increasing the dimen-
sionality causes a reduction of the spin imbalance as indicated in Fig. 10-4. Related
considerations are important for ferromagnetic clusters [23] and thin films [24].

10.3.2 Magnetic anisotropy and domains in small particles

In extended ferromagnetic systems, long range magnetic effects are important [11,
12, 13, 18, 19]: if the magnetic moment of the system is maximized (i.e. all the spins
are aligned), an extended magnetic fields will result (as in permanent magnets). There
is a substantial amount of magnetic field energy in this configuration. In the bulk,
energy is significantly reduced through the formation of domains [19, 25, 26]. Within a
domain, the magnetization is uniform in a one direction, and the direction varies from
one domain to the next. The net effect is a great reduction in the magnetic field
strength and hence of the magnetic field energy. Domain walls (Bloch walls) are how-
ever energetically costly, since in traversing awall, the spin orientation changes at the
expense of the exchange coupling which prefers aligned spins. Consequently, domains
tend to be relatively large (on the order of 1 um). Small magnetic particles therefore,
are typically monodomain, since the energy cost to form a domain wall outweighs the
reduction in magnetic energy (surface effects may complicate matters). Typically criti-
cal sizes for monodomain particles are in the range of the range 20-2000 nm and
depends on the ferromagnetic material under consideration [1].

The direction of the magnetic moment in a small particle is determined by both the
shape of the particle and by its crystal structure through the anisotropy effects [11, 12,
13]. Shape anisotropy accounts for preferential orientation of the magnetic polariza-
tion (or magnetization) along the long axis for elongated particles. This is caused by
the fact that the total magnetic field energy of the system is minimized for this polar-
ization.

The magnetization also prefers alignment along specific crystallographic axes. This is
the crystalline anisotropy effect, which in fact dominates over the shape anisotropy in
very small particles [11-13]. Physically the spin system couples to the crystal lattice via
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Figure 10-4. Schematic diagram of the evolution of electronic bands of an itinerant ferromagnet with
increasing dimensionality (atom to bulk) for nickel. In the atom, the electronic system is organized in
electronic shells with discrete energies. The 3d states are split by the exchange interaction so that the
minority (spin down) states are higher in energy than the spin up states, as dictated by Hund's rules. The
ground state configuration is [Ar] 4s?3d>T3d>| with a spin imbalance of 2. Further increasing the coordi-
nation causes the discrete levels to broaden into continuous bands whose width is a measure of the fre-
quency with which the electrons hop from one atom to the next. The s band broadens most rapidly caus-
ing one electron to transfer to the d bands. Consequently the surface which has a spin imbalance of 1.
Increasing the coordination continues this trend so that ultimately the spin balance is reduced to 0.6 in
the bulk electronic configuration. The electronic structure of small particles follows similar trends due
to the large surface to volume ratio.

the spin orbit interaction. Axes of preferential magnetization are called the easy axes of
magnetization. For example, if the z axis is the preferred axis then (to lowest order) the
energy per unit volume will depend on direction of magnetization and vary as

E = Kcos?0 (10-19)

where K is the anisotropy energy per unit volume and 0 measures the angle
between the z axis and the axis of magnetization.
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10.3.3 Superparamagnetism

Consider a single domain ferromagnetic particle [27] without crystalline anisotropy.
The dynamics of the orientation of the spin system at temperature 7 (far below the
Curie temperature) in a magnetic field B is just that of a single large spin system with
spin S and magnetic moment y in a magnetic field. The average magnetic moment in
the direction of the applied field is given by the Langevin equation for atomic para-
magnetism (Eq. 10-8). The size of the spin in this case can be many orders of the mag-
nitude greater than for a single atom. This analogy inspired the name superparamag-
netism [17, 28] to describe these systems. In particular:

M/u = coth(u-B/kT)-kT/u- B (10-20)
where p is the magnetic moment and M is the magnetization.
Consequently:

M/u = p- BI3kT for uB<<kT (10-21)

M/p =1 for uB>>kT

If an assembly of identical uniaxial superparamagnetic particles is initially polar-
ized along the easy axis, then the magnetization will reduce with increasing time:

M(t) = Myexp(-t/t) (10-22)
The relaxation time 7 is given by [17, 29]
7 = 10exp(KV/KT) (10-23)

where 1 is of the order of 10-1°-10"3sec.

The approach to thermal equilibrium is due to random thermal effective torques or
fields as explained by Neel [28] and Brown [29]. The relaxation rate has an Ahrenius
like behavior, where 747! is the attempt frequency and the KV represents the barrier
height, where V is the particle volume, and K is a material constant (the anisotropy
energy density). Estimates of the relaxation times for 11.5 nm diameter spherical iron
particles at 300 K is 10! sec, while for a 15.0 nm particle it is 10° sec, which demon-
strates the extreme sensitivity with size: the smaller particle instantly relaxes while the
larger one is stable for 30 years. The blocking temperature measures the temperature
for which t = 10% sec which corresponds to an energy barrier KV = 25 kT. Note that
the experimental relaxation rates for small particles may be significantly lower than
the values extrapolated from bulk parameters (see i.e. [30-32]).

An important property of superparamagnetic particle systems is that they are non-
hysteretic and their magnetization curves scale with H/T. These effects were first dem-
onstrated by Bean and Jacobs for 2.2 nm iron particles suspended in Hg. at 77 K and
200 K (seei.e. [13]).

The model above assumes that the spin reversing process is by uniform rotation of
the magnetization over the anisotropy barrier: in the process the mutual alignment of
the contributing spins remains intact. Other modes occur where the spin reversal pro-
ceeds with a distortion of the spin alignment (i.e. by buckling or curling) [33]. These
modes are important and reduce the critical field for magnetization reversal (i.e. the
coercive field H.) [12].
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10.4 Microscopic characterization of nanoscopic magnetic particles

Measurements of magnetic properties of nanoscopic systems requires tools which
measure magnetic properties and simultaneously provide topographic information on
a very small scale. Various probes have been developed to this end and several of
those are discussed here. We will not discuss the plethora of methods that apply pri-
marily to bulk magnetic materials but we will concentrate only on several of those
that measure magnetic properties of small systems.

10.4.1 SEMPA

Scanning electron microscopy with polarization analysis (SEMPA) (see i.e. [34]) is
one of the most powerful microscopy methods in nanomagnetics. In this method, the
spin polarization of secondary electrons emitted from a target in a scanning electron
microscope is determined using a spin polarization analyzer (Fig. 10-5). Hence, in the
topographic and structural information contained in the conventional SEM image is
superimposed on spin polarization information. The spin of the emitted electrons is
closely related to the state of magnetization as explained in Section 10.2.5. Moreover,
the method is surface sensitive (due to the escape depth of the secondary electrons)
and contains information of the top 1 nm of the sample. The spatial resolution of this
method is about 10 nm.

While this method is quite powerful it has mainly been applied to magnetic surfaces
and thin films [35]. An example of a SEMPA image is shown in Fig. 10-6 which shows
an image of a magnetically polarized bits on a storage medium for two perpendicular
polarization directions [36].

Spin polarization

analyzer
Scanning electron
microsope electron
beam
e
~——
_>
Specimen

Figure 10-5. Schematic diagram of the SEMPA method. The collimated electron beam from a scanning
electron microscope is scanned across the surface of the magnetized specimen. Secondary electrons
from the surface are ejected in the process. In magnetic materials, the electrons which are ejected from
states near the Fermi surface are spin polarized. The electrons are detected with an electron detector
which is sensitive to the spin polarization of the electrons. Contrast is obtained by measuring the degree
of spin polarization along a specific direction (i.e. by measuring (I,-I)/(I,+I) where L. are the signal
intensities in the aligned and anti aligned directions).
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Figure 10-6. An example of a SEMPA image of magnetized bits of a magnetic medium [36]. The images
are recorded for the two spin polarizations as indicated in the image. The magnetic information is
recorded with the magnetization in the horizontal direction so that only this direction produces contrast.
The individual bits (vertical stapes) are approximately 125 nm wide.

10.4.2 Lorentz microscopy

Lorentz microscopy is a form of transmission electron microscopy that depends on
the presence of highly localized magnetic fields in the sample (see i.e. [37]). Observed
contrast features are related to the deflections of the electron beam due to the Lor-
entz force: Fi = e v x B, where v is the electron velocity and B is the local magnetic
field. Even though the transverse momentum imparted to the passing electrons by the
local fields of magnetic particles is very small they can nevertheless be observed in
certain TEM imaging modes (i.e. Fresnel and Foucault). In the Fresnel mode the defo-
cusing effect due to the Lorentz force produces contrast so that domain walls are
imaged as bright and dark lines. In the Foucault mode (Fig. 10-7), imaging involves
placing an aperture in the same plane as the diffraction pattern and using the edge of
the aperture to obscure part of the diffraction spot (Fig. 10-11). Thus, differently mag-
netized domains appear shaded dark or light (Fig. 10-8). A recent application of this

e-beam

specimen
objective Figure 10-'7. Schemgtic diagram of trar}smiss@on
lens electron microscope in the Foucault configuration
for Lorentz microscopy. The electron beam passes
through the specimen. The objective lens projects
apperture diffraction plane an image of the specimen. The aperture in the

diffraction plane produces contrast for those elec-
trons which are deflected in the sample due to the
Lorentz force on the electrons as they pass

image through the magnetic fields at the sample.
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Figure 10-8. Foucault image of magnetized 300 x 80 nmCo elements. Dark and light shaded contrast
reflect opposite magnetization directions, indicating that three of the ten elements (i.e. 1, 4 and 9, count-
ing from top left) have switched relative to the others (from Ref. [37]).

method produced images of 5 nm Fe;0,4 and SmCos superparamagnetic monodomain
nanoparticles [31]. Analysis of the observed spontaneous magnetization reversals
indicate unexpected long relaxation times.

10.4.3 Holography

Transmission electron microscopy can be extended to measure magnetic fields by
obtaining contrast caused by the interference of two coherent electron beam which
pass by the sample. This electron optical feat is accomplished using an electronic prism
to split the electron beam [38]. The interference pattern contains information regard-
ing the relative phase shift of the two beams with respect to each other (Fig. 10-9).

source

reference
wave

object wave

biprism o )
Figure 10-9. Schematic diagram of electron microscope
configuration for holography. Half of the e-beam passes
through the specimen and the other half passes by it. The
two beams are combined and produce an interference pat-
tern which is recorded. This pattern contains phase infor-
mation that can be imaged by after appropriate processing.
Since the phase shifts are caused by the magnetic fields the
holoaram hologram provides magnetic field information.
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The electrons in either beam accumulate phase when they pass through regions of
space with non-zero magnetic vector potentials (due to magnetized objects). The
phase shift between the two beams (as reflected in the contrast) can then be related
into the amount of magnetic flux which passes through the area between the two
beams, (due to the Aharonov Bohm effect). In particular the phase shift is given by

AD =e/h " Bds (10-24)
where the integral is over the surface enclosed by the two interfering beams (see

Fig. 10-9). The hologram in Fig. 10-10 shows the interference fringes caused by mag-
netic Ni nanostructures. The fringes can then be translated into a phase-shift pattern

Figure 10-10. Example of electron holography. a) Electron hologram showing two rectangular patterned
Co nanostructures from a linear chain of elements. Note the interference fringes. b) The magnetic con-
tribution to the phases of the hologram. Here, the contrast reflects the magnetization direction (the ori-
ginal hologram is colored), whereas the phase contours (lines) are parallel to the lines of constant mag-
netization. The contour spacing is 0.21 © and is proportional to the magnetic field strength integrated
along the e-beam path (from Ref. [58]).
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that is related to the local magnetic fields in the specimen (Fig. 10-10b). This method
has also been applied to demonstrate quantization of magnetic flux in magnetic nano-
wires [39].

10.4.4 SP-STM

Spin polarized scanning tunneling microscopy is an extension of scanning tunneling
microscopy where the scanning tip emits spin polarized electrons [40]. Magnetized fer-
romagnetic tips (for example, Fe coated W tips) are used for this purpose. In STM,
the tunneling current is related to the density of states of occupied and unoccupied
states (depending on the electric polarity of the tip with respect to the sample). Since
the electronic density of states in ferromagnetic materials is spin dependent (i.e. near
the Fermi level one spin direction dominates over the opposite one), a spin polarized
STM image will provide magnetic polarization information. Furthermore scanning
tunneling spectroscopy (STS) can also be performed by scanning the bias voltage and
recording the tunneling current. In the same way that STS provides information on
the local density of states in non-magnetic systems, so SP-STS provides information
on the local spin densities [41] in magnetic systems. Accurate experimental spin den-
sity information provides deep insight into the electronic structure of the spin polar-
ized bands that ultimately are responsible for the ferromagnetic state. Figure 10-11
shows a SP-STM image of magnetic domains on a Ga film providing a striking exam-
ple of the potential of this relatively new method [41].

S00nm

Figure 10-11. Spin polarized scanning tunneling microscope image of a Gd thin film showing a domain
structure. The contrast in this image is caused by the fact that the electronic density of states of the min-
ority spin is different from that of the majority spin state. Since the magnetized iron tip injects polarized
electrons into the sample, the tunneling current will depend on the state of magnetization of the sample
relative to the tip. Hence the domain structure (which represents regions of opposite spin polarization)
produces contrast (after Bode et al. [41]).
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10.4.5 MFM

Magnetic force microscopy is a scanning probe method which measures the force of
a magnetized scanning force microscope tip on a magnetized sample (Fig. 10-12) [42,
43]. This method is very simple to apply and provides a direct probe for the magnetic
fields which are near the surfaces of magnetic nanostructures (10 nm resolution has
been achieved). The force between two magnetized objects (tip and sample for exam-
ple) is related to the product of their magnetic field gradients. Hence the MFM is sen-
sitive to sample field gradients (i.e. fringe fields) rather than the magnetic fields them-
selves. While the method provides immediate evidence for the presence of magnetic
fields (and hence for ferromagnetism), it is in fact difficult to extract quantitative data
concerning the strength and distribution of magnetic fields. The MFM is very useful to
locate magnetic domain edges (Bloch walls) and other features involving magnetic
gradients, and for this reason is very useful to characterize magnetic media. However
serious objections have been raised concerning the interpretation of MFM derived
information [44]. Fig. 10-13 shows MFM images of an array of iron nanoparticles [45].

10.4.6 Micro SQUID and Micro-Hall

Superconducting quantum interference devices rely on the effect that the critical
current is a periodic function of the magnetic flux which passes through the SQUID
loop (the cycle is determined by flux quantization in the loop). SQUID loops with sub
micron dimensions, facilitate measurements of magnetic properties of individual par-
ticles within the loop [46, 47]. The method has been demonstrated [47] on individual
Ni particles in order to examine the dynamics of magnetization reversal phenomena.
The micro Hall method is related to the micro-squid and consists of a Hall probe cross
of microscopic dimensions that is lithographically patterned on an insulating substrate
[45]. The magnetic field of a magnetic particle on the cross causes a voltage difference
to appear on two arms of the cross in response to a current through the other two
arms as for a conventional Hall probe [19].

10.4.7 Near field methods

Near field scanning optical microscopy methods on magneto-optical materials
allow magnetic features to be imaged with a resolution of at least 30 nm [25, 48]. The
method relies on the Kerr effect (i.e. the rotation of the polarization axis of reflected
light due to the magnetic polarization of the sample). Related methods include mag-
neto-optical near-field scanning tunneling microscopy, which uses a semiconducting
tip as a photodiode for light intensity measurements with NSOM [49]. These promis-
ing magnetic microscopy methods are still in early stages of their development.
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laser photodetector

cantilever

magnetic tip

E N x|

magnetic specimen

Figure 10-12. Schematic diagram of a magnetic force microscope. A small magnetized tip is attached to
a small cantilever. The attractive forces between the tip and a magnetic sample causes the cantilever to
deflect. The deflection is monitored by measuring the angular displacement of a laser beam which is
reflect by the mirroring top surface of the cantilever. The MFM is sensitive to field gradients above the
sample which are caused by spatial variations in the magnetization of the sample (i.e. due to domain

structure).

(a)

600 nm

5pum

Figure 10-13. (a) Atomic force microscopy (AFM) image of an array of iron particles (< 40 nm diameter
40-120 nm in height). (b) Magnetic force microscopy image of the same array which shows “bits” in
several states of magnetic ?olarization as indicated by the contrast. The bit density of this array corre-
sponds to about 45 Gbit/in~ (after Gider et al. [45]).
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10.5 Magnetic properties of selected nanomagnetic systems

10.5.1 Ferromagnetic clusters in magnetic beams

Molecular beams offer a unique opportunity to study small magnetic clusters Xy
where N ranges from the atom to clusters with several thousand atoms. The experi-
mental method [4] involves (Fig. 10-14): (1) production of small ferromagnetic cluster
by laser ablation of a metal target in a helium gas; (2) forming a cluster beam by
expanding the cluster / gas mixture out of a nozzle into high vacuum; (3) collimating
the beam using narrow apertures into a well defined beam; (4) passing the beam
through the inhomogeneous magnetic field of a Stern-Gerlach magnet causing the
magnetic particles to deflect; (5) photoionizing the particles with a pulsed ultraviolet
laser; (6) measuring the mass of the deflected clusters using time-of-flight mass spec-
trometry. The method allows the mass, the deflection and the velocity of the particles
to be determined. With further information on the magnetic field strength in the
Stern-Gerlach magnet (at the position of the beam), the cluster temperature, allows
determination of the magnitude of the magnetic moments of the clusters [50].

10.5.1.1 Magnetic moments of 3d transition metal clusters

Stern-Gerlach measurements of the 3d transition metal clusters (Fe, Co, Ni) have
been made at several temperatures for a large range of cluster sizes [51]. An overall
decreasing trend of the magnetic moment with increasing cluster size is observed in
all three cases, with some oscillating fine structure features (Fig. 10-15).

This decreasing trend can be understood from general arguments, relating to the
cluster surface. The magnetic moment of an atom at the surface is generally larger
than in the bulk. This is due to the lower coordination of these atoms. Electrons tend
to dwell on near the atomic cores for relatively longer times before hopping to a
neighboring site, compared with electrons at the higher coordinated interior atoms
(Fig. 10-4). Hence the lower coordination causes the surface atoms to have more of a
free atom like character than the interior atoms. The electrons are more confined
near these sites than at the interior sites and the arguments which lead to Hund’s rules
(i.e. large spins) also produce relatively large surface spins.

Note that for small sizes the magnetic moments per atom for Fe, Co and Ni are
approximately 3 ug, 2 ug and 1 ug respectively. (Co is slightly higher, probably due to
orbital effects.). These values correspond to the maximum spin that can be obtained
with 7, 8 and 9 electrons in a d orbital. For example a nearly free iron atom has 8
valence electrons of which 1 is in the 4s orbital and 7 in the 3d orbital. Of those 7, 5

vaporizing light

N
- N =

cluster source magnet mass spectrometer

~— jonizing light

Figure 10-14. Schematic diagram of a molecular beam apparatus to measure magnetic properties of free
ferromagnetic clusters.
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Figure 10-15. Measured magnetic moments per atom for iron, cobalt and nickel clusters Xy. The mag-
netic moments of the small clusters are close to the maximum values for the spin according to Hund's
rules (i.e. 3 up, 2 up and 1 ug for iron, cobalt and nickel respectively), while the magnetic moments con-
verge towards their bulk values for large clusters (i.e. 2.2 ug, 1.65 pug and 0.6 ug for iron, cobalt and
nickel respectively). The deviations from the smoothly decreasing trend are probably due to cluster spe-
cific effects. Note that bulk like magnetic moments are observed for rather small clusters which for
which the surface represents a relatively large fraction of the total number of atoms in the cluster. This
effect is explained using a magnetic shell model (see Billas et al. [51]).

are in spin up states (forming the majority spin band) and 2 in spin down states (the
minority spin band). Hence the net magnetic moment per atom due to the 3d orbitals
is 3 up (the s band is not spin polarized). This is roughly the situation for a surface
atom, where the majority spin band is entirely below the Fermi surface. Analogous
arguments predict 2 ug for Co surface atoms and 1 ug for Ni surface atoms.

Increased coordination of the interior atoms causes broadening of the bands (as a
consequence of more frequent hopping) so that the minority band partially rises
above the Fermi level (from which some electrons leak into the half empty 4s band),
causing a reduction in the spin imbalance. Consequently, the magnetic moments of
the interior atoms are reduced compared with surface atoms. In fact for Fe, ppyx = 2.2
ps; for Co, ppuik = 1.6 pig; for Ni, ppu = 0.6 pip.

This simple picture suggest a model: for a hypothetical spherical particle, the ratio
of the surface atoms to total atoms is about 3N13, so that for N = 1000 about 30% of
the atoms are on the surface. Hence, one can estimate that the size dependence of the
magnetic moment is

U= Upulk + 3(.usurf — Mbulk )N71/3 (10-25)
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Measurements show that the convergence to the bulk value occurs much more
rapidly than this prediction and that clusters with as few as 600 atoms already appear
to have bulk-like magnetic moments. Moreover, the evolution to the bulk is not
smooth. This indicates that the picutre is too simplistic, however its merit is that the
extremes are reasonably well described. An attempt to explain the rapid convergence
as a consequence of RKKY oscillations using a magnetic shell model is given in [51].

It is interesting to note that measurements of Cr clusters (N > 10) have demonstrat-
ed that these clusters do not deflect. This indicates that they are non-magnetic or
more likely that they are anti-ferromagnetic (as in the bulk).

10.5.1.2 The temperature dependence of the magnetic moments

Loss of ferromagnetic order occurs at the Curie temperature where thermal motion
overcomes the order imposed by the inter-atomic exchange interaction [11, 12, 13]. In
itinerant magnetism there are two distinct pictures: in the band picture, the magnetic
moment reduction is caused by thermally induced electronic excitations from the top
of the majority spin band to the Fermi level of the minority spin band (Stoner excita-
tions, c.f. the Stoner gap in Fig. 10-2) which reduce the total moment. In the localized
moment picture, the global moment is reduced through local misalignments, however
the local moments remain intact. The Curie temperature predicted by the Stoner
model is too large, while the local moment picture misrepresents the itinerant nature
of the 3d electrons. (It rests on fairly solid ground for rare earth metals where the
moment carrying electrons are well localized).

The molecular beam method favors measurements of magnetic moments as a func-
tion of temperature over a wide range of temperature [50], ranging from at 80 K and
to 1000 K (Fig. 10-16). In this way the ferromagnetic to paramagnetic phase transition
can be probed. The magnetic moments have been measured as a function of tempera-
ture for several sizes and it is clear that they decrease with increasing temperature.

Several interesting general observations can be made. The magnetic moments
reduce with increasing temperature, however they to not vanish at a well defined tem-
perature. This property may be expected since finite systems cannot have sharp phase
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Figure 10-16. Magnetic moments as a function of cluster temperature for several cluster size ranges. Ni
clusters appear to converge to the bulk magnetization curves with an apparent Curie temperature of
about 700 K for larger clusters. Fe clusters are quite anomalous and there is no clear convergence to the
bulk magnetization curve, in fact the apparent Curie temperature of larger clusters is far below the bulk
value of 1041 K.
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transitions. It is also observed that the for Ni and Co clusters, the magnetization
curves appear to converge to their respective bulk behaviors. However Fe is anoma-
lous and no obvious trend can be discerned. We suspect that this may be related to the
various crystallographic phases of Fe which differ in their magnetic properties. In
particular, bulk Fe is bec. In the bulk this structure is stabilized compared with the fcc
structure due to magnetic interactions. Small clusters usually prefer icosehedral struc-
tures (to minimize the surface energy). These steric considerations cause further com-
plications in the structure and consequently in the magnetic properties as appears to
be revealed by the measurements.

At sufficiently low temperatures it is expected that the magnetic moment becomes
pinned to a preferred axis in the cluster giving rise to blocking effect [17]. In support-
ed cluster systems this is manifested as an abrupt vanishing of the magnetization at
and below the blocking temperature, when the magnetic moment is no longer able to
align to the applied field because the anisotropy barrier is too high (or, equivalently,
when the relaxation time is too long).

It is not clear how the superparamagnetic blocking effect manifests itself in free
clusters, since the cluster as a whole can still orient with respect to the applied field.
However it is unlikely that the response is still given by the Langevin equation. In fact
it has been predicted that below the blocking temperature, the magnetization is still
given by a Langevin-like equation however they are uniformly reduced by a factor of
2/3 [52].

In contrast, low temperature measurements (down to 80 K) do not show obvious
anomalies although a slight reduction is observed in the Co data. Perhaps the blocking
temperatures are lower than 80 K for these cluster systems in the measured size range.
This information places upper bounds to the strength of the crystalline anisotropy
coupling. (Shape anisotropies are not expected to be important for these sizes.)

10.5.2 Monodisperse cobalt nanocrystal assemblies

A remarkable recent development describes the synthesis of monodisperse cobalt
clusters using solution phase reduction of cobalt ions in the presence of surfactants
[53]. This chemical path produces particles with a rather large distribution of sizes (i.e.
2-6 nm or 7-11 nm) which are subsequently fractionated to produce essentially mono-
disperse colloidal solutions.

These nanocrystal solutions are then dried on surfaces to make rather uniform rafts
of cobalt particles which are protected from coalescing by virtue of the surfactant
layers (Fig. 10-17). Three dimensional super lattices can be built up by appropriate
evaporation procedures which allow condensation in the hcp structure.

Magnetization curves for zero field cooled samples of arrays of these particles
clearly show the various behaviors expected for such systems (Fig. 10-18). The low
temperature magnetization is strongly reduced due to the anisotropy energy which
inhibits the magnetic moment to orient along the direction of the applied field. Above
the blocking temperature the system becomes paramagnetic with a characteristic 1/T
temperature dependence of the magnetization, which reflects the paramagnetic sus-
ceptibility. In the ideal superparamagnetic system, the magnetization should vanish
below the blocking temperature and the transition to paramagnetic behavior at the
blocking temperature should be sharp. Deviations from this ideal indicate that there
are residual inter particle interactions (due to dense packing) or dispersion in the indi-
vidual particle properties.
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Figure 10-17. Transmission electron microscopy image of a two dimensional assembly of 9 nm cobalt
nanocrystals. Inset: High resolution image of a single particle (from Sun and Murray [53]).
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Figure 10-18. Magnetization versus temperature of single domain 9 nm diameter Co particles. (a) mag-
netization curve of an assembly of as-synthesized particles; (b) magnetization curve of diluted nanopar-
ticles. Note the approximate 1/7 behavior (consistent with Langevin behavior) for temperatures above
the blocking temperature. For the diluted particles the blocking temperature is increased due to the
reduced inter-particle interactions. For completely isolated particles (i.e. highly diluted) the transition

the transition to the superparamagnetic state (at the blocking temperature) should be sharp (from Sun
and Murray [53]).
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Note that since the blocking temperature is below 300 K, these samples are too
small to be considered for magnetic storage applications, however the processes devel-
oped here are certainly very important steps in the direction of nanoscopic magnetic
storage media.

10.5.3 Quantum tunneling of the magnetization

Often the magnetization is treated as a classical vector and this is in many cases
adequate, even to describe for dynamic effects. However, bona fide quantum mechan-
ical effects may be important in particular for very small particles at low temperatures,
when quantum mechanical reorientation of the magnetization may occur. This process
proceeds through a tunneling mechanism which is perhaps best understood in analogy
with the ammonia molecule, where the N atom may be above or below the plane
defined by the three H atoms. The wavefunction for the up state is ®T and for the
down state is ®J. These states are not stationary states since the ground state and first
excited states are linear combinations of them [18]:

Poy=11/2(0T+0l), (10-25)

Hence if 7w ; is the energy difference between the Py and P; states, then if a mol-
ecule is initially prepared for example in the up state, it will oscillate between ®T and
@ with frequency g (the tunneling splitting).

A related effect may occur for the magnetization vector. The magnetocrystalline
anisotropy in the particle will efine a preferred direction along which the magnetiza-
tion will be oriented at very low temperatures. Equal and opposite directions are ener-
getically degenerate. If there is only one anisotropy axis, then the ground state will be
degenerate, and the magnetization will be either parallel or anti parallel to the magne-
tization axis. However, in the more general case, if there two or more anisotropy axes,
then the ground state will be a superposition of states where the magnetization is
oppositely aligned (compare this with the NH; molecule). Hence, if the magnetization
is initially aligned along the easy axis (for example by cooling it in a strong magnetic
field), then it will oscillate at the tunneling frequency between the spin up and spin
down state.

This effect has been predicted and has been studied extensively theoretically [15].
Experimental evidence for quantum tunneling of the magnetization in several systems
has been found in high spin molecules at very low temperatures [16, 54].

10.5.4 Giant magnetoresistive nanostructures

Very large magnetoresistances have been observed in multilayered structures con-
sisting of ferromagnetic layers which are separated by non-magnetic layers [1, 55].
The prototype system is layers of Co separated by spacer layers of Cu. The in plane
resistance of this system depends sensitively on the magnetic field applied to the
layers. The origin of the effect is a strong exchange coupling between the ferromag-
netic layers. This coupling is mediated by the Cu conduction electrons, which is sur-
prising since Cu is non-magnetic. In fact the interlayer coupling oscillates between fer-
romagnetic and antiferromagnetic with increasing spacer thickness due to RKKY
oscillations in the spin polarization [56]. Electrons which pass through the structure
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(parallel to the film) are scattered by the magnetically polarized layers and depends
on the relative magnetization between the layers which can be changed with external
magnetic fields. The effect not only occurs in magnetic films but also in nanoscopic
granular materials, for example with nanoscopic Co particles and Ag particles [57].
Films are produced by pulsed laser deposition in which the two metals are co-sput-
tered to form metallic granular films. The giant magnetoresistance effect is utilized in
reading heads that read magnetically encoded information.
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11 Metal-oxide and -sulfide Nanocrystals and
Nanostructures

A. Chemseddine

11.1 Introduction

The synthesis and characterization of nanocrystals is a very exciting emerging field
of research which has received important scientific and technological attention [1-5].
At this time however, this research should be initially classified as being fundamental
in nature, since there is an increasing awareness of scientists in chemistry, physics and
engineering to investigate and understand the fundamental details which relate
chemical reactivity to the nucleation and growth of solids. This effort will enable cur-
rent research to establish a scientific basis for the chemical synthesis and processing of
high quality, or perfect nanocrystals and nanostructured materials.

For decades, solid materials were made with techniques that have remained funda-
mentally the same. Now, processes leading to solids need to be controlled at the ear-
liest stages of production and arrested at desired stages to isolate pieces of solid with
desired size, shape, core internal structure and a well defined surface structure.

The fundamental physical properties of nanoscale materials are also of interest,
since their small size and large surface area can lead to unexpected or dramatically
differing properties [6, 7]. The need for high quality systems in order to achieve a
quantitative understanding of size effects on the physical properties of sulfides and
oxide nanocrystallites is another motivating factore in this research [1, 8-10].

Chemical and physical research on nanomaterials could provide breakthroughs in
building a new class of highly structured materials at the nanoscale, where the physical
properties can be fine-tuned for specific applications to create high-performance
devices in electrochromic, nonlinear optics, electronics, magnetism, electrocatalysis,
catalysis and for solar energy conversion where the quest for novel photovoltaic and
carrier confining structures is stressed [1, 11].

At this time, research on nanocrystals can only be portrayed as a growing body of
knowledge, since we are at the beginning of understanding and controlling the syn-
thesis and properties of a very reduced number of traditional materials at the nanos-
cale, and also because of the ongoing spectacular progress taking place in this interdis-
ciplinary field. Important advances in this field were made possible by the ability and
ease to do analysis and characterization, with a variety of techniques, at an unprece-
dented level of resolution [12].

This chapter will successively introduce wet chemical techniques for the synthesis
and processing of materials in general and point out some important aspects, which
should be considered when nanocrystals are to be made and characterized. The effects
of different synthetic factors will be reported and discussed, by taking CdS as a model
system for sulfides and titania for the oxides. Even then, it is important to point out
that each material will require specific physico-chemical conditions for the control of
its synthesis and specific techniques for its characterization.
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11.2 Nanocrystals processing by wet chemical methods — general
remarks on synthesis and characterization

Soft chemistry, sol-gel process, wet chemical technique, solution technique, colloi-
dal method are all different names that describe the process of starting from molecu-
lar precursors in a solution, to making a condensed phase [13-15]. As shown in Fig.
11-1, the nature of the condensed phase in solution depends on physico-chemical con-
ditions, such as the precursor type, concentration, stoichiometry, reaction time, solvent
system, the presence of additives, temperature, pressure, the way of mixing and in
some cases light [13, 14]. In general, if a reaction takes place, it may lead to the preci-
pitation of amorphous or crystalline powders, gels, turbid sols, transparent colloidal
solution, or a solution containing small clusters or molecules. In many cases, reaction
leads to a mixture of precipitates in the form of large particles, polymers or aggregates
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Figure 11-1. Wet chemical methods and a variety of possible reaction products which my form, and par-
ticularly in the nanosize regime.
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and in the same time to clusters or particles in the form of free standing species in
solution. Depending on the technique used to probe these samples, it is helpful to
keep in mind these scenarios and simple details to achieve a reliable characterization
of the whole samples.

These wet techniques are very promising for a controlled synthesis of nanoparticles
and nanostructured materials. In techniques such as CVD, MOCVD, and simple ther-
mal pyrolysis, molecular precursors are allowed to react at rather high temperatures
in the gas phase, or as molecular solids. Control over particle size, size distribution,
shape and crystalline orientation is inherently difficult to achieve. In contrast, in wet
chemical methods, a solvent is used as the reaction medium or vehicle, and the reac-
tion is performed at low temperature. There are many advantages in using wet chem-
istry for the synthesis and characterization of nanomaterials: (a) Controlling the mix-
ing at the molecular level of the different precursors. (b) Controlling the reaction
kinetics by choosing the right solvent or by other additives. (c) Reaction, nucleation
and growth can be easily monitored and influenced (d) The growth can be arrested by
controlling the stoichiometry or by using appropriate ligands (electronic and struc-
tural matching with condensed phase core) [11, 17]. Furthermore, even small clusters
are fully relaxed, while bare clusters require a diameter of about 250 A because of sur-
face contributions (interfacial tension and density of clusters are radius dependent)
[18]. (e) In contrast to growing clusters on solid substrates or in solid matrices, in the
liquid phase the mobility of the growing phase is assured, allowing structural arrange-
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Figure 11-2. Importance of homogeneity in characterizing nanocrystals
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ment of the core, and growth termination by surface restructuring and capping. (f) By
variation of the synthesis conditions or reactants and characterization of the materials
obtained, the production of nanocrystals can be rationalized. (g) Nanocrystals can be
isolated according to size in the form of a soluble, processable manageable powders,
or used as precursors in the processing of films. A variety of characterization tech-
niques to probe nanocrystals in solution, in transparent films and in the gas phases can
be used (Fig. 11-2). (h) Furthermore, a major line of development of nanocrystal wet
chemistry concerns the spontaneous generation of a well defined architecture by self-
assembly of suitably designed and functionalized nanocrystals [19]. The molecular
interaction of capping ligand tails plays a basic role in the generation of assemblies
with different structures in solution and the solid state. (i) This issue of ordered nano-
structured arrays of functional nanocrystals, is of central importance for the evalua-
tion of the competitiveness of wet chemistry, i.e. sol-gel or solution techniques, since
through size, shape, and organization of particles, organic species can be confined
within well-defined inorganic structures, allowing control over their thermal removal,
coalescence and sintering of particles. Therefore, organized assemblies can be used as
precursors [20] for morphological engineering of films, membranes or powders of
inorganic solids Fig. 11-3 [21].

11.3 Sulfides nanocrystals

11.3.1 CdS as a model system

Although cadmium sulfide has been known and investigated for a long time, a full
understanding of its growth and formation has not yet been fully achieved [22]. This
traditional material is a great model system for practicing synthetic chemistry of nano-
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crystals and for illustrating the importance of understanding the chemistry and growth
history of nanocrystals. Generally, heterogeneity in many samples is a serious obstacle
to a reliable characterization. Therefore, changing synthesis conditions and collecting
data by investigating the different products, leads to better characterization and to
rationalization of the synthesis in terms of chemical reactivity, nucleation and growth
processes. In fact, crystals of CdS form spontaneously after mixing a sulfur source
(like H,S, Na,S ) and a cadmium source (cadmium salt) in a solvent like water or alco-
hol. This great advantage provided flexibility to traditional colloidal chemistry to
achieve the production of particles in the nanometer range, by simply adjusting stoi-
chiometry, working at very low concentrations to regulate the reaction rate, adding
stabilizers like SiO, particles [5, 9] or sodium polyphosphate [5, 9], or by lowering the
temperature [23]. These techniques provided samples for a relative quantitative study
of the already known size effects on the electronic, optical and dynamical properties
of nanoparticles [8, 10, 23]. In earlier studies on the size and shape dependent optical
and electronic properties of Agl and CdS nanocrystals, Berry was limited by the lack
of a preparative technique for controlling CdS growth, to enable a systematic study of
size effects on the physical properties. Progress was achieved using colloidal tech-
niques in providing nanoparticles of CdS, PbS, HgS, In,S; and ZnS. Details on the
physicochemical properties of these colloidal solutions are described in a series of
reviews [5, 9, 10, 24].

Major problems in these nanometric suspensions are the size distributions obtained
during the preparation of samples, which makes a detailed analysis of the various phe-
nomena very difficult. In addition, ageing of the sols is always accompanied by
changes in the absorption and fluorescence properties of the nanoparticles. The
instability of the sols is in many studies one of the causes for the poor reproducibility
of the optical properties [5]. Furthermore, the effect of shape, already mentioned in
Berry’s work [6] and contributions of the surface structure and chemistry, have not
been addressed. Nanocrystals with generally irregular shapes were assumed spherical,
ignoring geometrical and crystallographic contributions to electronic structure and
chemical and photochemical reactivities. Although the physics and the theoretical
aspects related to these investigations [7, 23, 25-27] have been one of the stimulating
factors for the ongoing development of new synthetic techniques to furnish stable
nanocrystals with the desired crystal structure and a well-defined size, shape and sur-
face structure.

11.3.2 Importance of the precursors

Due to the quantum size effect, the size of cadmium sulfide particles is directly
related to the absorption wavelength. Therefore the growth of this material is usually
investigated in solution by many groups using optical spectroscopy. In these studies,
the spectra recorded immediately after injection of H,S, or the addition of Na,S,
always exhibit long tails, indicating a heterogeneous growth which is a direct conse-
quence of the mechanical mixing [28-30]. The sulfurising agents are very reactive
towards cadmium ions, and it is difficult to fully control the size distribution of the
species present in the solution during mixing and diffusion of the reactants. Species
with a wide size distribution are formed due to concentration gradients. If the condi-
tions are adjusted to work in the small clusters domain [22, 31], an aging or heat-treat-
ment of the solution, leads to the formation of the thermodynamically stable cluster
as suggested by the appearance of maxima [22, 31]. In this size regime, the thermody-



320 Chemseddine

namically stable clusters form at the expense of others which dissolve or coalesce [22,
31]. In the presence of thiolate ligands, these clusters are stabilized at basic pH and
can be isolated as a solid by crystallization [32]. Therefore, in this traditional small
cluster regime, the ultimate method for structural characterization of clusters is the
determination of crystal structures by X-ray diffraction.

However to make relatively larger nanocrystals, a less reactive sulfur source like
thiourea is required. The first advantage in using it is in achieving homogenous mixing
of the reactants at the molecular level. Then, the sulfur is generated by a thermally
activated chemical reaction, enabling uniform nucleation and growth of CdS clusters
or nanocrystals [33]. Second, thiourea molecules are themselves coordinating ligands
for cadmium [34] and therefore in intimate contact allowing one to investigate effec-
tively and elegantly, the effect of Cd/S ratio on nucleation and growth of cadmium
sulfide. Furthermore, it allows one to adjust the stoichiometry to generate nanocrys-
tals which once the growth has reached the final size of the nanocrystal, share a biden-
tate capping ligand with its neighbor, leading to a self-connecting process and the for-
mation of networks or organized assemblies [19, 34].

11.3.3 Solvent and capping ligands

The final size, shape, crystal structure and surface composition of nanocrystals
depend on stoichiometry, solvent and particularly on the type of capping ligand or
combination of ligands used to arrest the growth and stabilize them. The issue of
understanding the role of these ligands or coordinating solvent molecules during the
reaction, nucleation and their interaction with the growing crystal is of central impor-
tance. Advances in controlling the shape and crystal structure of nanocrystals depend
on the design of specific ligands targeted for binding to the core without disrupting its
structure at the interface. In some extent, this is achieved in the case of cadmium sul-
fide by using an organothiolate anion, RS™, which can replace S$*~ to stabilize the struc-
ture on one hand [35], whilst on the other hand, the substituent R can be chosen or
manipulated to confer to the nanocrystal a different solubility, or to isolate it as pow-
der with the desired rheological properties [19, 33, 34]. Furthermore, the building of
nanocluster assemblies with different dimensionalities can be achieved by having
chemical groups in R, which can be engaged in specific interactions [19, 34].

In order to visualize the importance of the structural matching RS™ with CdS, Fig.
11-4 shows the naked CdS unit cell and then after substitution of S*~ by RS™. The
product of this substitution is Cd4(SR);o>~ which has been known for many years to
organometallic chemists [35-37]. If the growth is taking place in the 111 direction, a
whole family of tetrahedral clusters can be made where thiolate ligands function as
termini at the edges and vertices [35]. The next cluster formed is S4Cd;o(SR)16*".
which has also been made by Dance et al. [37, 38]. The same author pointed out the
rich and complicated chemistry involving cadmium, thiolate ligands and sulfur. Other
clusters such as, [SCdg (SR)16]*~ and [S4Cd;7(SPh),g]*~ were also isolated and charac-
terized crystallographically [39, 40]. This pioneering work did show and discuss the
variety of structure-types formed in the thiophenolate chemistry of cadmium [35].
Lately, stopped-flow [31] and NMR spectroscopy were used to show the effect of thiol
concentration on the formation processes of polynuclear cadmium-thiolate complexes
and CdS clusters. FT-IR and Raman spectroscopies [41] and electro-spray mass spec-
trometry [42] have provided interesting information on the capping and functionaliza-
tion of of small CdS clusters.
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Figure 11-4. Illustration: of the importance of capping ligands by substitution of sulfide (S*°) with thio-
lates (RS") in CdS unit cell.

Herron and Wang used [(CH3),N*]4[SCd;o(SPH)¢]*as a precursor in DMF to pre-
pare the relatively larger cluster Cd;;S14(SPh)s¢ by heat-treatment (43). This cluster
was elegantly characterized crystallographically and the core exhibits an intermediate
structure in which the atomic packing of Cd and S is neither the 4-coordinate cubic
phase nor the hexagonal phase [43]. Lately a cluster with the same structure was
made by Katsikas in aqueous solution using 1-Mercapto-2-propanol instead of thio-
phenol [44]. The later synthetic technique was also used to prepare Cd;7S4(RS)z¢,
comparable to the above mentioned Dance cluster [32].

In this series of small clusters, thiolate ligands strongly influence or determine the
structure of the small inorganic core as well as their whole electronic structure. This is
clearly illustrated in the difference between the absorption spectra of Cdz;S4(SPh)szq
and Cds,S14SCH,CH(OH)CH3)36, where the first electronic transition energy
appears respectively at 360 nm and 325 nm [43, 44]. According to the so-called quan-
tum size effect, these energies are relatively low as expected, compared to larger, bio-
genic, short-peptide capped CdS particles of 20 A diameter [45] (ca. 80 Cd atoms)
[46], with the lowest excited state occurring between 300 and 315 nm [45]. According
to these examples, particle size determination from UV/vis absorbance specra can be
erroneous.

The dramatic structural effect of thiolate on the core structure was shown by
EXAFS in a comparative study with ZnS clusters [47]. In this small clusters regime,
the coordination environment is CdS, like in the bulk cadmium sulfide, however the
long range order, the effect of thiolate ligand on the core and electronic structures, as
well as the chemical composition should be taken into account when their physico-
chemical properties are to be compared with the bulk CdS.

An understanding of the solution chemistry of cadmium thiolate is, however, of
great relevance to the development of synthetic techniques for larger nanocrystals.
The nature of the species formed after mixing thiols and cadmium salts in a solution
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of precursors will determine the type of nucleation and growth of cadmium sulfide
and particularly the homogeneity of the nucleation and growth processes. The nature
of the intermediate species in these solutions depends on many factors such as the
substituent R of the thiols, on the Cd/RS ratio, the solvent and the presence of other
additives [48, 49].

Analysis of the literature shows that depending on the physico-chemical conditions,
the mixing of cadmium and thiols may lead to the formation of small polynuclear
complexes such as [Cd;o(SCH,CH,OH)¢]*" [50, 51], or to a mixture of larger poly-
meric complexes between cadmium and thiols [48, 49, 52, 55]. The difference in reac-
tivity of these species toward sulfide ions, is generally one of the factors responsible
for the heterogeneity in size, shape and crystal structure, generally obtained in solu-
tions of thiophenolate capped CdS nanocrystals [29, 58]. Using high resolution elec-
tron microscopy and X-ray diffraction, Vogel et al investigated CdS samples and con-
firmed this heterogeneity [58]. Generally, optical spectroscopy is the best technique to
have a quick information on nanocrystal size distribution in the whole sample.

The learning from this chemistry is the coordination ability of thiolate sulfur and
the role of the substituent R. There are 3 principal modes of ligation of thiolates, ter-
minal, x4 — bridging and 1 — bridging [35]. The substituent will influence the strength
of thiolate bonding as a capping ligand to the inorganic core and its ability to bind to
crystal vertices, edges and surfaces, and therefore to stabilize nanocrystal shapes.

11.3.4 Optical spectroscopy and growth of CdS nanocrystals
The effect of experimental conditions on nanocrystal growth and on their size dis-

tribution, can be elegantly investigated by optical spectroscopy in the case of CdS. Fig.
11-5 shows optical spectra of cadmium sulfide nanocrystals obtained by changing the

absorbance

300 400 500 600
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Figure 11-5. Change in the absorption spectrum (a—b—c—d) with decreasing the amount of thiols 0.92
< Cd/RS < 1,42.
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composition of the starting solution. In this case, different solutions of thiolate capped
CdS nanocrystals were obtained at different values of the Cd/S ratio by changing only
the thiol concentration (thioglycerol), and keeping the concentration of cadmium ace-
tate and thiourea constant in pure N,N-dimethyl-formamide [34, 59].

The spectral development with the thiol concentrations indicate the formation of a
mixture of well defined species corresponding to the different absorption maxima in
Fig. 11-5. The concentration in each species depends on the thiol concentration in the
starting solution and no changes in the absorption was observed with ageing, and by
keeping the solutions under argon in the dark. A decrease in thiol concentration lead
to the appearance of maxima, corresponding to the formation of well defined and
large nanocrystals as indicated by arrows on spectrum d. These spectral changes are a
consequence of a homogeneous mixing at the molecular level where the sulfur in the
form of thiourea and cadmium acetate as well as thiolates, are in intimate contact.
The thermally induced decomposition of thiourea leads to nucleation and growth of
CdS clusters, where thiolate and acetate play the role of substrate.

The size of the growing core will depend on the thiolate concentration as a capping
ligand, and of course the stoichiometry will determine the number of species formed
in solution. The stoichiometry can be adjusted to favor the formation of one type of
species (see later) [19, 34]. The growth mechanism and cluster formation still need to
be investigated in real time. However, it is clear that in the presence of thiols and by
using DMF as an aprotic solvent, the growth do not occur ion by ion via a mechanism
such as Ostwald ripening. Such growth will lead to a continuous shift of the absorption
maxima during the growth, or by gradually changing stoichiometries. In contrast, Fig.
11-5 shows a discontinuous growth, reflected by the occurrence of well-defined
absorption maxima appearing reproducibly, always at the same wavelengths and even
for larger nanocrystals. This is a direct evidence of cluster-cluster growth with certain
agglomeration numbers. Through a thiolate- inorganic core interaction, only clusters
with well defined size and structure are thermodynamically favored, and these can
fuse leading to larger and also well defined nanocrystals.
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Figure 11-6. Optical spectrum 1 shows the reaction mixture in DMF before heating. Spectra 2-5 were
taken after different times of heating. Spectrum 6 was taken after addition of water and further heating.
This mixture leads finally to sample e. Spectrum 7 was recorded after prolonged heating without adding
water. This route leads directly to a solution of sample f.
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Most studies were performed in protic solvents such as water or alcohols to over-
come solubility problems [29, 58], as it is difficult to obtain information on growth due
to heterogeneity, generally reflected by the absence of structural features in the opti-
cal spectra.To show the solvent influence on thiolate capped CdS nanocrystals, Fig.
11-6 shows the growth of clusters in pure DMF, but by using cadmium acetate di-
hydrate and by adding an excess of water [22, 33].

The presence of water, even in small quantities, in the precursor solutions, leads to
optical spectra where the absorption bands are relatively broad compared to the spec-
tra obtained in an absolute absence of water (Fig. 11-5). The maxima indicate the for-
mation of clusters with a narrow size distribution and a high concentration of a well
defined cluster, which can be purified by size-selective precipitation [22, 33]. How-
ever, the growth becomes continuous with increasing size. Through a protonation pro-
cess, in the presence of water, thiolate ligands become good living groups, destabiliz-
ing small clusters, which dissolve providing cadmium and sulfur ions. On the other
hand, surface etching processes of larger particles also take place, allowing further
growth via the mechanism of Ostwald ripening. The consequence of water or other
protic solvents on the bonding between thiolate ligands and the particle core, is the
absence of a well defined shape through the above mentioned etching process and the
presence of chemical and structural defects on the surface. This and the presence of a
large size distribution make the interpretation of optical properties and particularly
the photoluminescence spectra, very difficult.

11.3.5 Size distribution, size, shape and crystal structure

The need for highly monodispersed particles is usually stressed in the ceramics lit-
erature [60]. Different chemical techniques have been developed by many groups, par-
ticularly by Matijevic and his colleagues, to grow monodisperse spheres and polyhe-
dra, of a variety of materials in the um size regime [60-62]. The size distribution was
generally evaluated using electron microscopy, a technique which gives generally only
a partial information on the sample. The variation in particle size which is in the nano-
meter scale, can be negleted relative to the large size of the particles. However, the
size dependent properties of nanoparticles, like optical absorption in the case of CdS,
is a great advantage to probe precisely the size distribution in the whole sample.
Furthermore, in this size regime, the relatively strong size dependence of the solubility
of nanoparticles, is a great advantage for size separation and therefore for achieving a
better characterization [22, 33, 63, 64]. Finally, the capping via well chosen ligands
confer to nanocrystals molecular properties and great stability which can be separated
according to size, purified, and in some cases crystallized into superlattices [19, 64]:
thus allowing the use of small angle X-ray or neutron diffraction.

Size-selective precipitation was used for the first time to separate thioglycerate
capped CdS nanocrystals, using DMF as a solvent and acetone as the non solvent [33].

Samples with diameter of approximately 13, 14, 16, 19, 23 and 39 A have been pre-
pared as fully redispersable powders [22, 33]. Fig. 11-7 clearly illustrate the shift of the
excitonic transition toward higher energies with decreasing cluster size. In some
extent the major contribution to this shift can be related to size variation, since all
nanocrystals are capped with the same ligand, however, other contributions due to
changes in stoichiometry, and particularly in coverage and composition of nanocrystal
surfaces, still need to be evaluated, since a decrease of the relative amount of 1-thio-
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glycerol decreases with increasing cluster size, found by elemental analysis and ther-
mogravimetric analysis [22]. This decrease in coverage was also found by 1TH NMR
studies of thiophenolate capped cadmium sulfide nanocrystals [65, 66].

In addition to optical spectroscopy, the samples were characterized by small and
large angle powder X-ray diffraction, electron microscopy [22] and scanning tunnel
microscopy for size determination [34]. Figures 11-8 and 11-9 shows an overview of

Figure 11-8. High-resolution transmission electron microscopy of CdS nanocrystals (sample f). the
arrows point to CdS particles containing 14 + 3 lattice planes. Edges and vertices are clearly observed.
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Figure 11-9. STM image of CdS nanocrystals capped with thiolate and deposited on a MoTe; substrate.
Particle heightis 42 + 3 A.

1-thioglycerate capped nanocrystals (spectra f, Fig. 11-7) using respectively HRTEM
and STM. In contrast to most observations, the nanocrystals are not spherical but
clearly exhibit edges and vertices, illustrating the role of thiolates as good stabilizers
of nanocrystal shape and surface structure. The lateral dimensions measured on the
TEM pictures are in agreement with the average height, around 41 A, as measured on
the STM pictures [34]. However, it is clear to observe a distribution in shape on the
TEM micrograph, while in the case of smaller particles like in sample e, the pyramidal
shape seems to be predominant. In this size regime between sample e ( absorption at
370 nm ) and f ( 400 nm ) of 1-thioglycerol stabilized CdS nanocrystals, some impor-
tant observations must be made. a) a continuous shift of the absorption corresponding
to a continuous growth is taking place. b) the dependence of solubility on size
becomes weak, making the size selective precipitation more difficult and time con-
suming. c) a distribution in shape is observed. d) a dramatic decrease in thiolate cover-
age is observed. e) the EXAFS peak corresponding to the Cd-Cd shell starts to
develop only for particles with diameter of about 40 A.

Thiolate seems to stabilize tetrahedral shapes as generally observed in the case of
small clusters (diameter < 23 A). In this size regime, the growth is in the 111 direction
and the nanocrystal core adopts a structure close to a super-tetrahedral fragment of
the cubic (sphalerite) lattice. According to EXAFS experiments, the structure is how-
ever disrupted probably through a strong interaction with thiolates [47]. Further
growth is accompanied with less thiolate coverage, probably for sterical reasons and
the weakening of core-thiolate bonds. The development of other growth directions
also takes place, leading to different shapes, Fig. 11-8a. Distribution of shape was also
observed in the case of thiophenolate capped CdS nanocrystals by Vogel. et al. [58]
According to this careful study, combining HRTEM, electron diffraction on single
nanocrystals and XRD, it becomes probable that a mixture of cubic and hexagonal
phases of thiolate capped CdS can be mistaken for a pure hexagonal phase, by consid-
ering only the broad XRD peaks.

Control over nanocrystal structure depends on our understanding of the effect of
many parameters on nucleation and growth. i) In his study of the effect of crystal
structure on the absorption of Agl nanocrocrystals, Berry was able to direct the



Metal-oxide and -sulfide Nanocrystals and Nanostructures 327

growth toward cubic or hexagonal phase by simply changing the Ag+/I ratio [6]. In
the same time, cadmium sulfide films made in the presence of an excess of thiourea
lead mainly to a hexagonal phase [67] ii) The effect of additives on CdS growth, which
is found in many investigations, still has to be investigated in a systematic way. The
four coordinate cubic phase forms for instance in the presence of sodium polypho-
sphate, or in some cases with thiolates [22, 58]. The hexagonal phase forms generally
in the absence of additives and in some cases, in the presence of thiols. Even the rock-
salt structure, generally made at high pressures, forms in solution in the presence of
certain additives, such as surfactants, using biomimetic in-situ synthesis [68], or a mix-
ture of thiolate and acetate [47]. The coordination of Cd*" and the type of interaction
with the functional groups of a substrate (ligands, polymers or solid surface), will
determine the type of nucleation and growth. In many synthetic techniques, capping
ligands were added after, or during nanocrystal formation to avoid solubility prob-
lems, or to have favorable conditions for nucleation and growth [29, 58]. In these
cases, the effects of capping ligands on the crystal structure, did not take place since it
was not involved in the nucleation process as a substrate, to direct atomic packing and
growth.

Generally, nucleation and growth processes are accompanied by changes in the
composition of solutions, leading to new chemical environments. New coordination
types may generate different nucleation processes and the formation of new popula-
tions of nanocrystals. Therefore mixture of nanocrystal phases may be produced, like
in the case of thiophenolate capped CdS nanocrystals [58]. In addition to stoichiome-
try, kinetic and thermodynamic factors need also to be taken into account in nucle-
ation and growth processes.

11.3.6 Other sulfide nanocrystals

ZnS nanoparticles were also made by colloidal techniques, using polyphosphate or
colloidal silicon dioxide as stabilizers [9, 69], or at low temperature without using sur-
factants [23]. These samples were characterized mainly by optical spectroscopy. The
particles tend to agglomerate into loose structures making the TEM investigations
very difficult. In addition, in the absence of adequately chosen capping ligands, the
particles seem to aggregate on a carbon grid or even in solution. Generally, the parti-
cles are composites of much smaller subunits [23, 70]. There is no evidence of the crys-
tal structure of the nanoparticles made at room or lower temperatures, since no pow-
der XRD experiments are reported. Lattice planes, generally observed by HRTEM,
can also be product of coalescence and crystallization of smaller subunits under the
heat of an electron beam. However, according to X-ray diffraction, larger particles
precipitate at relatively higher temperatures which exhibit the sphalerite crystal struc-
ture [70].

Little is known about the growth of ZnS, even though its similarity in the chemistry
and crystal structure with CdS is often mentioned in the literature. In addition, the
chemistry of small metal thiolate clusters is also in some extent similar [37, 71]. Analo-
gous clusters such Zny(SPh);o>", S4Zn;o(SPh);¢* were isolated and characterized [37].
The formation of a variety of Zinc thiolate [Zn(SPh),] based species and polymers
were also reported, as well as their solvent-dependent polymerization and depolymer-
ization behavior [72].
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Preliminary experiments show a difference in behavior between zinc and cadmium,
with regard to chemical reactivity, growth and the structure of thiolate capped nano-
crystals [47, 73]. In fact, zinc acetate was used instead of cadmium acetate in the above
mentioned experiments to grow 1-thioglycerate capped ZnS nanocrystals in DMF,
using thiourea as sulfur source. The reaction and growth were found to be very slow,
39 hours reflux (140 °C) was required to grow particles of about 30 A in diameter. A
continuous shift in the absorption maximum was observed, indicating an Ostwald-
ripening type growth.

Although this synthetic technique still needs to be modified and optimized, some
relatively monodisperse 1-thioglycerate capped ZnS nanocrystals can be isolated by
controlling the heating time and by using size dependent solubility to purify the parti-
cles and isolate them as a soluble powder. Optical spectroscopy, small and large angle
powder XRD, HRTEM and EXAFS were combined to characterize and to evaluate
the size of the nanocrystals. The red shift with size in the optical absorption is shown
in Fig. 11-10 for nanocrystals with respectively 22, 25, 27 and 30 A in diameter. Size
was determined by Small angle X-ray scattering and TEM. The TEM determinations
were difficult due to a poor contrast, and in some cases, to agglomeration and coales-
cence of the particles. This behavior has been observed for other thiolate capped
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Figure 11-10. Absorption spectra of size-separated thiolate capped ZnS nanocrystals. Spectrum t5 was
taken from aggregated ZnS nanocrystals.
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nanocrystals [22, 74]. For the same reason, it was not possible to elucidate the shape
of the nanocrystals. Thiolates seem to be weakly bonded to the ZnS and this weak
interaction explains on the one hand the instability of the shape under the electron
beam. On the other hand, it also explains the less important structural effect in ZnS
compared to CdS nanocrystals found by EXAFS [47]. The large angle X-ray data dis-
played relatively broad peaks indicating the sphalerite cubic phase [73].

The high reactivity of lead salts toward H,S or Na,S made the control of the growth
of PbS nanocrystals very difficult. In the presence of an excess of 4-hydroxythiophenol
or 4-aminothiophenol in methanol, and by lowering the reaction temperature to —88 °C,
it was possible to partially regulate the growth of PbS and to make solutions of nanocrys-
tals [75, 76] However, the samples exhibit a large size distribution and little is known
about growth mechanism, shape and crystal structure of the particles.

Heterogeneity in size, shape and the presence of other reaction products such as
very small clusters, not generally detected by optical absorption, X-ray diffraction or
HRTEM, generally make the investigations of these colloidal solutions difficult.

In the study of photoelectrochemical reactions on semiconductor particles using
such colloidal solutions, the presence of these different species may also be involved
in reactions, leading to changes in absorption and photoluminescence spectra. The
presence of such species is also responsible for aging effects generally observed in
many reported works [5]. Finally, these species can be involved in reactions performed
to grow more complicated sulfide based composite nanoparticles such as, CdS/Agl,
CdS/TiO2, CdS/PbS [77], CdS/PbS [78], ZnS/CdSe [79], ZnS/CdS [80] and HgS/CdS
[81], CdSe/CdS [82]. These systems are mainly synthesized by an ion by ion displacing
method, which consists of adding ions to grow the semiconductor coating. During
these investigations, addition reactions are generally followed mainly by optical
absorption. It is not clear whether spectral changes are the result of an homogeneous
coating reaction of all particles, or via other possible scenarios. Since the reactivity or
kinetics depends strongly on size, probably a total displacement reaction can take
place with small clusters. Alternatively, only certain types of crystallographic surfaces
of the nanocrystals are involved in the coating reaction. These considerations should
be taken into account if a quantitative analysis of the reaction and a better identifica-
tion of the expected free standing nanocomposites are to be done. In addition, size,
size distribution, shape and surface structure of the precursor particles needs to be
controlled in order to understand and control the coating reaction and to achieve a
better characterization of the coated particles, therefore to providing a better inter-
pretation of the unusual and interesting optical and electronic phenomena induced by
the coating. Some progress in demonstrating the complexity of making and character-
izing such nanocomposite particles is reported by Dabbousi et al, investigating
(CdSe)ZnS core-shell quantum dots [83]. According to this investigation performed
on relatively monodisperse CdSe nanocrystals, it is not possible to differentiate
between an homogeneous coherent epitaxial growth, leading to a continuous film on
one hand, and islands of growth, followed by coalescence and formation of grain
boundaries on the other. Finally, the controlled synthesis and characterization of these
composite nanoparticles is a challenging and interesting research area, which will
open the door for designing well defined quantum confining heterostructures.
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11.4 Connecting and assembling sulfide nanocrystals
11.4.1 Why to assemble and connect nanocrystals?

Much ongoing effort is devoted to the synthesis, characterization and the properties
of individual nanocrystallites as free standing dots in solution, deposited on substrates
[84] or embedded in polymers [85, 86] or glass matrices [87, 88]. Another research
direction is taking advantage of strong interactions which may exist in the nanosize
regime (15-100 A ), between nanocrystal inorganic core and organic capping ligands,
since many properties depend on the chemistry of the ligand tails. In particular the
interactions nanocrystal-nanocrystal [34, 64], nanocrystal-solvent [33] or nanocrystal-
solid surface [89], depend strongly on functional groups in the ligand tails. This chem-
istry can be influenced to confer to nanocrystal base materials new rehological and
adhesion properties for films, fine powders and membrane processing. In some cases,
fiber drawing can be achieved as well. Furthermore, a major line of development of
this chemistry, lies in the spontaneous generation of a well defined architecture, by
self-assembly from suitably designed and functionalized nanocrystals. The molecular
interactions of capping ligand tails, play a basic role in the generation of assemblies
with different structures in solution and in the solid state [19, 34]. This issue of ordered
nanostructured arrays of functional nanocrystals, is of central importance for the eva-
luation of the competitiveness of wet chemistry, since through size, shape and organi-
zation of particles, organics are confined into well defined inorganic structures, allow-
ing control over their thermal removal. Through the organization of inorganic cores,
mass transfer, coalescence and the sintering of particles can be controlled, leading to
morphological engineering of films, membranes or powder of inorganic solids. This
approach is illustrated in Fig. 11-3.

In addition to the processing of structured materials, an exciting aspect of this cap-
ping chemistry is the ability to connect nanocrystallites on a molecular basis, forming
nanocrystallite networks. These assemblies of connected nanoclusters can be pro-
cessed into transparent films for optical studies. They provide well defined systems in
which to observe inter-dot interactions and their effects on electron-hole recombina-
tion processes, using optical absorption and photoluminescence spectroscopy.

Finally, nanocrystals placed along a periodic array like a crystal can be better char-
acterized by diffraction techniques [19, 64].

11.4.2 Sythesis and structures of CdS nanocrystal networks

The synthesis consists of using hexamethylsilyl sulfide at low temperature or
thiourea as a sulfur source, to achieve a homogeneous mixing of the reactants at the
molecular level [34]. Then, sulfur is generated by a thermally activated chemical reac-
tion, enabling uniform nucleation and growth of CdS clusters. In the presence of
bridging ligands and by adjusting the stoichiometry, the growth can be followed by a
self-connecting and self-organizing process of identically made clusters, leading to
stable networks. The network formation requires, of course, a solvent in which the sta-
bility of the bridges between the clusters is given [34].

Cluster growth and network formation, can be followed by optical spectroscopy in
the case of cadmium sulfide. One example is shown in Fig. 11-11. The development of
spectra with time, shows a first maximum at 300 nm indicating the generation of a
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Figure 11-11. Optical spectra taken during cluster growth and assembly formation.

well-defined intermediate species (spectrum t1). As the reaction continues, this maxi-
mum shifts to a value of about 321 nm, and an asymmetric broadening of the band
takes place (spectrum t2). These changes in optical absorption are immediately fol-
lowed by the appearance of turbidity and the formation of assemblies of connected
nanocrystals, spectrum t3. The four bands at 340 nm, 293, 277 and 240 nm are features
that are not usually observed for isolated CdS crystallites and should be analyzed by
taking into account the electronic structure of the whole nanocrystallite network [34].
The structure of the assemblies is influenced by ligands tails. Fig. 11-12 shows opti-
cal spectra of 3 types of assemblies obtained by using thiourea as a sulfur source and
respectively 1-thioglycerol, 1-mercapto-2-propanol and 3-mercapto-2-butanol as cap-
ping ligands. Substitution of thiourea by hexamethylsilyl sulfide, leads also to the
same optical spectra [90]. The interesting observation is the difference in structures of
these assemblies, even though they exhibit the same optical spectra. In the 1-mercapto
-2propanol case the nanocrystals are connected into single chains, forming a one
dimensional assembly, Fig. 11-13a, b while in the two other cases, two dimensional
assemblies are formed, Fig. 11-14a, b and 11-15a, b. In all cases, lattice planes are
observe indicating the presence of small CdS crystallites. To be sure that these are not
the product of coalescence processes usually observed under electron beams for these
organically capped inorganic cores, X-ray diffraction analysis was also done. Experi-
ments were performed on transparent films made by orienting mechanically the
assemblies using a simple doctor-blade technique on mica. X-ray diffraction patterns
in reflection and transmission geometry are shown in Fig. 11-16 in the case of 1-thio-
glycerol. Analogous spectra are obtained for 3-mercapto-2-buthanol. However, no an-
isotropy was observed in the case of 1-mercapto-2propanol. The broad peak is more
resolved in the case of powders and corresponds to the (111) and (200) reflections of
the six coordinate cubic phase [91]. Change in X-ray diffraction patterns and EXAFS
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Figure 11-12. Optical spectra of connected CdS nanoclusters obtained using different sulfurizing agent
and different thiols.

spectra during film heat-treatment, revealed clearly the presence of the rock salt
structure Fig. 11-17 [47]. A phase transition leading to the four coordinate phase is
observed at about 200 °C, a temperature corresponding to the departure of organic
ligands [47]. In fact, the clusters are capped with a combination of thiolates and ace-
tate. Cadmium is known to be six coordinated in solution in the presence of a combi-
nation of two ligands [92]. In this case, addition of thiols to cadmium acetate in DMF

a _ b

Figure 11-13. a) Transmission electron micograph showing CdS nanocrystals obtained with 1-mercapto-
2-propanol. The clusters are connected on a molecular basis forming chains (1-dimensional assemblies);
b) Athigh resolution (higher electron beam), some nanocrystals coalesce along the chains into larger par-
ticles. The interplanar distance measured on different particles (3.2 <d<3.48 A) may correspond to the 6
coordinate cubic phase (d;;;=3.16 A) and (or) to the 4 coordinate one (d;1;=3.36 A) (see Fig. 11-17).
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Figure 11-14. Transmission electron micograph of 2D assemblies made with 1-thioglycerol (see Ref. 19,
20 and 34).

and the presence of thiourea, leads probably to the same coordination. This octahe-
dral environment is conserved during thiourea decomposition, and the presence of ac-
etate and thiolate stabilizes this coordination during nucleation and directs the growth

a

Figure 11-15. a) Transmission electron micograph of 2D assemblies made with 3-mercapto-2-butanol;
b) HRTEM micrograph show single CdS nanocrystals with a preferred orientation explaining the aniso-
tropy observed by X-ray diffraction.
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Figure 11-16. X-ray diffractograms of connected nanocrystals forming a two dimensional assemblies.
These assemblies form a multilayer film with the nanocrystals having a preferred orientation explaining
the difference between reflection and transmission geometry.

1200

1000

800

600

counts

400

200

26

Figure 11-17. Change in X-ray diffraction patterns during film heat-treatment. At 200 °C, organic are
removed followed by a phase transition from six to four coordinate cubic phase.
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to the formation of the rock-salt structure. It is also possible that the growth of clus-
ters followed by condensation into a network, is a consequence of this type of growth.
In other words, the rock salt structure is probably stabilized by the formation of net-
works. This crystal phase, which is generally obtained at high pressures [93, 94], was
found to form at low temperature in the presence of some functional groups [68]

The presence of only the (111) reflection in the XRD transmission spectrum of the
two 2D assemblies, is a consequence of both the mechanical orientation and the pre-
ferred orientation of the nanocrystals in the assemblies. The nanocrystal chains are
disposed parallel to each other and interact strongly, forming a 2D crystal. These 2D
crystals lie parallel to the substrate, forming a layered structure. In these structured
films, peaks are suppressed in reflection geometry and relatively strong in transmis-
sion, due to the preferred orientation of the nanocrystals. The peaks at low angular
range with the spacing 29.35, 14.76, 7.26 and 3.634, observed for the 2D assemblies,
reflect the layered structure [19]. The reflection intensities, as a function of diffracted
angle, can be explained by the differences in the electron density of atomic layers [95].

11.4.3 Self-assembling process and optical properties of nanocrystal networks

The spectral evolution of Fig. 11-11 reflects the growth of clusters which, sponta-
neously self-connect at a given concentration into networks. The red shift and the
broadening of the 300 nm peak observed just before precipitation (spectrum b, Fig.
11-11), can be related to the cluster condensation and the growth of the assemblies.
This process is reversible in the case of the 1D assembly where the nanocrystals are
capped with 1-mercapto-2propanol. In contrast to 2D assemblies, they exhibit a better
solubility, allowing the investigation exclusively of the self-assembling process and its
reversibility by optical spectroscopy and scanning tunnel microscopy. Figure 11-18
shows change in optical absorption with cluster concentration. At very low concentra-
tion, only a large band around 300 nm is present. An increase in concentration leads
to the appearance of a second band around 340 nm and a decrease of intensity of the
300 nm band. At a given concentration, the 300 nm cluster is in equilibrium with the
340 nm cluster assembly.

The formation process of these chains was followed by STM. At very low concen-
tration, only single particles are observed. An increase in concentration leads to an
alignment and the formation of chains, Fig. 11-19. Acetate and thiolates were both
found to be involved in the formation of the network by using infrared spectroscopy,
Fig. 11-20, and by investigating the chemical reactivity of both bridging ligands [34].
The nanocrystals of the network are generated through a condensation process of
clusters absorbing around 300 nm. The larger cores produced through this condensa-
tion process are stabilized by acetate and bridged by thiolates [34].

Connecting CdS nanocrystals on a molecular basis has very interesting electronic
consequences. Fig. 11-21 shows the blue shift (340 nm — 324 nm) observed immedi-
ately after breaking thiolate bridges using 1-methylimidazole [34]. In addition, the
band becomes sharper. The dramatic effect is, however, observed in the luminescence
spectra. Figure 11-22 shows the evolution of the photoluminescence spectra with tem-
perature. At room temperature, the direct-recombination band at the absorption edge
(emission 1), which has never been observed for thiolate capped single nanocrystals, is
clearly observed when such nanocrystals are connected on a molecular basis. With
decreasing temperature, this band shifts toward higher energies and increases in inten-
sity. At the same time, the red shifted one from the deep-trapped states (emission 2),
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Figure 11-18. Change in optical spectra showing effect of concentration on growth and aggregation of
Nanocrystals capped with 1-mercapto-2-propanol.

which is very weak at room temperature, strongly increases in intensity with decreas-
ing temperature. This kind of behavior is observed for the first time in this new class
of compounds. In fact, single isolated nanocrystallites in this regime do not show
direct-recombination emission, since holes are more easily trapped by surface thiolate
groups [29, 32, 43, 96]. Connecting nanocrystals however, leads to direct-recombina-
tion emission. At this stage and in the absence of studies of the luminescence
dynamics as a function of tempertaure it is difficult to have a single and clear explana-
tion for this behavior and a good quality theoretical description. However the shift in
energy before and after forming the network (340 <> 325 nm) is very substantial indi-
cating a binding energy between clusters. This binding is probably responsible for
opening energy transfer channel between clusters. Therefore there are two competing
channels for exciton quenching in networks, energy transfer and trapping on surface
sites. The temperature dependent shift is due to the lattice period adjustment and can
be seen in both absorption and fluorescence spectrum. The bandgap temperature
dependence can be explained by eliminating of the nonradiative phonon-assistant
channel in single nanocrytal (critical temperature ~100 K = 200 cm™ ! (phonon fre-
quency)). The temperature dependence of the trap emission involves an activation
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Figure 11-19. STM images showing the self-assembling process a) single nanocrystals at low concentra-
tion; b) Alignment at higher concentration.

process stronly dependant on temperatue [97a]. The presence of coherently coupled
nanocrystals leading to excitonic superradiance similar to the one observed in molecu-
lar aggregates needs also to be considered [97b].
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Figure 11-21. Optical absorption of isolated and connected nanocrystals. The important red shift is a
consequence of connecting the nanocrystals on a molecular basis (Ref. 34)
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Figure 11-22. Luminescence spectra of connected nanocrystals were measured by lowering the tem-
perature. For clarity, only 5 spectra are presented.

11.5 Oxide nanocrystals: synthesis and characterization
11.5.1 General remarks

The use of organic ligands to assist and direct the growth of some II-VI chalcogen-
ides, or some metals, has been successful in making high quality nanometer-scale crys-
tallites [22, 63, 64]. As already mentioned, the growth of the desired crystallographic
phase in these cases is thermodynamically favored at the early stages of growth, allow-
ing control over size, size distribution and shape. However, in the case of oxide, the
chemical reactivity of available precursors such alkoxides or chloride is complicated.
Generally, the reactivity is to high to control hydrolysis and condensation processes in
order to grow nanoclusters with the same structure as the bulk oxide. Despite an
extensive literature, there is evident uncertainty as to the identity, structure and
chemical nature of polycondensed colloidal products. For instance nanocrystals of
TiO,, WO; and SnO, are ambiguous terms applied, to various particles or aggregated
polymers simply precipitated through hydrolysis of alkoxides, chlorides or by chan-
ging the pH of the metal cation solution. The physical properties of these particles
were compared with crystalline bulk material, only in terms of size effects and without
having a reliable characterization of samples. Hydrolysis reaction of titanium chloride
or alcoxide was assumed to lead to TiO, nanocrystals in solution at room temperature
or even at 0 °C. Similarly, hydrolysis of tungsten chloride or acidification of tungstate
were assumed to give WO; nanoparticles or nanocrystals. In both cases an extensive
literature is available where such reaction products are identified as structurally differ-
ent from bulk TiO, [98-104] or WO3 [105, 109]. Small titania clusters which are par-
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tially amorphous and aggregated, do form in these solutions, but it is difficult to
extract information from TEM observations since coalescence and crystallization pro-
cesses of these aggregated, clusters take place under the electron beam. This may lead
to confusion in size determination and the mistaking of aggregated particles in solu-
tion for single nanocrystals. Similarly, in the WOj3; case, only isopolytungstates or
lamellar hydrates [105-109] such WO; - nH,O (n = 2, 1, 1/3) [110] are produced in
solution or under hydrothermal treatment. There is no evidence of WO; formation, a
material which was shown to form only above 300 °C through solid state reactions
[106-108]. The physical properties of these undefined particles such as band-gaps,
absorption and fluorescence spectra and charge carrier dynamics were compared to
bulk TiO, or WOj3; without taking into account the influence of fundamental parame-
ters such as stoichiometry, aggregation or geometrical and crystallographic structure.
Furthermore these parameters and others such as electronic structure, chemistry and
the photochemistry of solids, are particularly strongly interrelated in the nanosize re-
gime.

The study of oxide nanocrystals, and the factors which determine their structures
and properties depends on our ability to control the preparation and to characterize
them adequately in term of stoichiometry, geometric structure and surface chemistry.
Some progress in our understanding of fundamental details which relate chemical
reactivity to nucleation and growth of titania nanocrytals will be discussed in relative-
ly more detail. Other very interesting results on Fe,O3, CoO, ZnO and MgO will be
briefly reviewed.

11.5.2 Titania nanocrystals

Molecular precursors (alkoxides, chlorides etc.,) used in different techniques for
titania, preparation are similar and generally the same. In techniques such as CVD,
MOCVD or simple thermal pyrolysis, these molecular precursors are brought to react
at generally higher temperatures in the gas phase or as molecular solids. During the
reaction, nucleation, growth and coalescence processes take place simultaneously gen-
erally leading to crystallites with different sizes and without defined shapes, making
the extraction of structural information on nanocrystal surfaces very difficult. On the
other hand, one of the problems encountred in making titania using wet chemical
techniques is the high reactivity of the available precursors, such alcoxides or chlor-
ides, toward water [13, 14]. The reaction invariably leads to a mixture of different
polymeric species which assume a variety of structures and sizes, and finally to an
amorphous solid [98-104]. Although certain chemical modifications have been suc-
cessful in controlling the reactivity of titanium alcoxides, and have permitted the isola-
tion of intermediate polyoxoalcoxides, [117, 118] none of these species resemble the
structure of bulk dioxide and any further hydrolysis again leads also to gels and amor-
phous precipitates. In both cases, a peptization process is required to convert these
polymers into crystalline particles. Control over size, size distribution and shape, is dif-
ficult during these dissolution-growth processes [99, 103, 109].

Two major factors made the control over polycondensation and growth toward
Titania bulk structure difficult. i) hydroxylation and polycondensation processes are
governed by kinetics rather than thermodynamics. ii) Under the experimental condi-
tions usually used, hydrolysis of the four alcoxide groups is not achieved simulta-
neously during the primary steps of the reaction, making the remaining alcoxide
groups play an extremely important role by directing the packing of titanium and oxy-
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gen into structures different from the bulk TiO,. Probably a lack of matching (struc-
tural, steric and coulomb interactions) between an alcoxide capping ligand and, for
instance, an anatase inorganic core is a realistic explanation. To overcome these diffi-
culties, a promising approach consists of performing reactions in purely aqueous me-
dium in the presence of a base, so as to achieve a complete hydrolysis and to provide
conditions similar to those used in the aforementioned peptization process. Thus,
hydrolysis and polycondensation of titanium alcoxide (Ti(OR),) was performed in the
presence of tetraalkyl-ammonium hydroxide (NR4OH). This base both catalyzes the
reaction [13, 14] and provides an organic cation that is known to stabilize polyanionic
cores in basic media, e.g. polyanions of tungsten, molybdenum and vanadium. These
processes can be described by the following reactions:

Ti(OR); + H,0 —. (RO);Ti(OH) + ROH ()
Ti—cOH + XO—Ti  — Ti—O—Ti+XOH (X=H,R) (b)
Ti—OH + NMe,OH — Ti—O +NMe," +H,O ©)
TixOyHZ + NMC4OH — (TiXOyHZ_] )7 + N(CH3)4 + Hzo (d)

At the high titanium concentrations used in this approach, it is difficult to separate
the hydrolysis (Eq. a) and condensation (Eq. b) processes. These two primary pro-
cesses are accelerated by the presence of NMe,OH as a result of the formation of the
highly nucleophilic TiO™ according to Eq. c. The cation also plays a role in preventing
further condensation and stabilizing condensed species according to Eq. d.

It is generally accepted that early in the condensation process, the coordination
number of titanium changes from 4 to 6, and that the basic building unit in the poly-
merization process is an octahedral arrangement of six oxygen atoms around a tita-
nium centre [112, 118]. These octahedra link together by sharing edges, so as to form
dimers. According to the partial charge model, these dimers condense to form skewed
chains as a result of olation process as illustrated in Fig. 11-23 [112, 118]. In the pres-
ence of NMe,", the condensed species can be stabilized allowing their isolation, or

growth direction

Figure 11-23. Model to explain condensation and growth of titania anatase; The mode of linking dimers
imposes restriction on the growth direction leading to cis-skewed chains (main stem) and this is
favoured by the physicochemical conditions of the present reaction; [100] and [010] are the first branch-
ing directions then, depending on the organic cation present and ist concentration, the secondary
branching can be parallel to [101] or can remain parallel to [100] and [010].



342 Chemseddine

Aod W4

AV Y

”;
X

N
P, Ll
- -

Ak
AN

N

& 7AW,
27
T

*,

T Py '7‘*

4 .4’&' '-';-1"

by

i aw

001 a  Figure 11-24. Polyhedral and packing drawing of anatase,
[ } b TiO, in the [010] projection. [101] and [001] growth direc-
tions and a stepped [101] surface are shown.

may be forced to condense into larger particles by further heat-treatment. In the early
stages of condensation, the linear growth (polymerization) leads to skewed chains
[112, 118] which corresponds to growth in the [001] direction of the anatase phase
(main stem). Then, through an oxolation process, the nuclei can grow in one of the
two equivalent directions [112, 118]. The shape of the particle will be determined by
the difference in growth velocities in the [101] and [001] directions, as indicated in Fig.
11-24. At low concentrations of N(CH3),", the growth is favored in the [101] direction
Fig. 11-25a, b, while at high concentrations the growth velocity is favored in the [001]
direction, Fig. 11-26a, b. Therefore, the shape of nanocrystals can be fine-tuned by
changing the ratios Ti/N(CH;),OH, denoted as R [112].

a

Figure 11-25. a) TEM micrograph of TMA -capped TiO2 particles obtained for R = 3, the particles are
homogenous in size and triangular in shape; b) HRTEM image shows [101] planes of the anatase crystal
structure, arrows indicate stepped [101] surfaces.
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Figure 11-26. a) Elongated nanocrystals made at R = 1.25; b) HRTEM of nanocrystals lying in the [010]
plane and elongated in the [001] direction. The corrugated sides shown by arrows are due to oscillatory
repetition of [101] and [10-1] planes.

The advantages in investigating crystal growth in the case of nanocrystals is that the
specimens are already thin to the point of electron transparency, and are thus readily
amenable to TEM examination. High resolution is quite easily achieved nowdays and
image processing is straightforward, allowing a stimulating interplay between syn-
thesis and TEM observation [119]. A careful analysis of the micrographs can provide
unique periodical and morphological information to aid in the understanding of the
effects of additives on crystal growth [112].

Figure 11-25a shows for instance, an overview image of titania nanocrystals formed
at low R values. The particles are uniform in shape and are not aggregated. The parti-
cles are single nanocrystals and exhibit a triangular prismatic shape with a relatively
narrow size distribution. The high resolution microscopy in Fig. 11-25b clearly shows
lattice planes. All images of the sample show particles with an interplanar distance of
3.52 A in the tetragonal [101] planes, which corresponds to the anatase phase. The lat-
eral dimensions of the particles can be estimated by counting the number of lattice
planes (about 30 LP in this case, which amounts to 10.5 nm). The average length mea-
sured directly from the micrograph is about 20 + 1 nm. A careful analysis of the parti-
cles reveals structural features which can be utilized for the study of surface morphol-
ogies of small particles and the changes that occur during growth. Thin edges of a
TEM sample represent surfaces that can be viewed in profile by HRTEM [120]. The
steps on the particle edges are in the (101) crystallographic directions and the height
of each step can be taken as an indication of a cluster-cluster growth. The triangular
shape is in fact due to the presence of stepped [101] surfaces Fig. 11-25b.

Figure 11-26a shows a typical TEM image at low magnification of titania particles
with an homogeneous fibrous or rod like texture. Figure 11-26b shows a selected high-
resolution image of elongated nanocrystals. The nanocrystal is viewed along the [010]
direction. The surface profile image shows stepped terraces on the [101] surface,
which are marked with arrows. Its height is measured as a multiple of 3.52 A in accor-
dance with the d[i01). The corrugated sides are structural features that have not pre-
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viously been observed in the case of titania and are a consequence of cluster-cluster
growth and a condensation of skewed octahedra in the case of the anatase. The two
sets of lattice fringes gives two interplanar distances, which correspond to the [101]
and the [002] of the anatase crystal structure. The elongated particles lie in the [010]
plane.

The HRTEM micrograph shown in Fig. 11-26b and the illustration in Fig. 11-24
relate to titania nanocrystals where the [101] and [010] are the predominate surfaces.
The corrugated sides are due to oscillatory repetition of [101] and [10-1]. In terms of
the mechanism discussed above, the main stem of the nanocrystal is seemingly in the
[001] direction. The [100] and [010] directions are equivalent in the case of the anatase
crystal phase, and both can be primary branching directions. Small slabs and very thin
elongated particles in the [001] crystallographic direction are observed at the begin-
ning of the hydrothermal treatment and when an excess of N(CHs)4" is used. Figure
11-25b also shows stepped [101] surfaces. The surface steps are of a height equivalent
to the cluster size. Growth will take place by the building-up of these steps so as to
form new cluster layers, and the rate of this process will depend on the concentration
of N(CH3),". The crystal surface in contact with the building units can be influenced
by N(CHj3),". This cation seems to interact preferentially with the [101] surface, lead-
ing to the favoured development of these surfaces, as shown in Fig. 11-25 and 11-26.

X-ray diffraction patterns shown in Fig. 11-27 show clearly a decrease of nanocrys-
tal size with R. At a value of about 1, slabs disposed parallel to one another along the
[001] direction are observed at low beam intensities. At high magnification (higher
electron fluxes), a coalescence (condensation) is induced by the loss of the organic
cations. The nanocrystals are viewed along the [010] axis oriented parallel to the elec-
tron beam. The coalescence of these slabs (building units) leads to particles with cor-
rugated sides or stepped [101] surfaces. In addition to these thin slabs, spherical parti-
cles are formed, Fig. 11-28. Particles of this type form at R=1 and they show a propen-
sity to self-assemble into organized structures. Their concentration increases, at the
expense of their elongation with the TMA concentration [112].

The particles are seen to be organized in an ordered structure (2D superlattice).
TEM provides a real-space imaging of the superlattice. In addition, small-angle elec-
tron diffraction can be used to probe the superlattice structure on the micrometer
scale, while small-angle XRD allows insight into the structures of individual titania/
N(CHj3)4" nanocrystals on the Angstrom scale. Figure 11-29a shows an array of nano-
crystals with a mean inter-particle (center-to-center) distance of 15.7 nm, determined
by direct imaging and confirmed from the power spectrum. The high magnification
Fig. 11-29b reveals well-faceted hexagonal crystals that form an hexagonal close-
packed sheet. The crystals measure 13.5 nm in diameter. The high regularity in terms
of size and shape, and long range translational and orientational order, is confirmed
by the relatively sharp spots seen in the power spectrum (see inset in Fig. 11-29a)
[112].

These clusters and nanocrystals are negatively charged and their electrostatic repul-
sion accounts for the stability of the solutions inasmuch as it prevents flocculation. On
the other hand, these interactions and the monodispersity are responsable for the
long-range ordering observed after evaporation of the solvent (Fig. 11-29). The
charged titania nanocrystals are aligned in a periodic array, rather like in a crystal
[121].

Additional heat-treatment of these clusters induce further condensation leading to
slabs, which seem to influence and orient the self-assembling process, leading to arrays
exhibiting a less regular geometries on a large scale. Changes in particle shape and in
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Figure 11-27. X-ray powder diffractograms of TiO2 nanocrystals made with various R=Ti/NMe," ratios
R; Figures b, ¢ and d correspond to solutions A (R = 4), B (R = 1.25) and E (R = 0.84). Figure a was
obtained after autoclaving B under a saturated vapor pressure of water at 200 °C and 2500 kPa; large-
angle peak assignments are based on anatase titania; peak broadening indicates a decrease of nanocrys-
tal size with increasing R; in addition to the perfect organization in the lateral dimensions shown in Fig.
11-29, the series of harmonics in d indicates ordering of the growing anatase cluster in the nanocrystals
forming a layered nanostructure; the sharpness of the peaks indicates a high degree of structural com-
munication between the nanocrystals
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cis—-skewed chains
characteristic of the
anatase structure

20 nm
TIO2-TMA

Figure 11-28. Nanocrystals obtained by additional heat-treatment of the particles shown in Fig. 11-29.
Arrow shows nanocrystal composed of slabs disposed parallel to one another; high magnification indi-
cate structural features that can be related to the cis-skewed chains in the [001] direction of the anatase
crystal structure. The neighboring nanocrystals do not exhibit the same internal structure; arrows point
to small clusters that probably did not condense to give slabs; a competing structure, where the slabs are
differently oriented, is present.

their organization, as well as in the internal structures of the nanocrystals are ob-
served. Instead of the hexagonal shape observed above, the drying leads to a rectan-
gular shape and the nanocrystals are differently packed (Fig. 11-28). Furthermore,
two types of internal structures are observed. This can be explained, in terms of the
presence of two competing structures, since one type of nanocrystal is seen to be com-
posed of slabs disposed parallel to one another, while the other type does not have
any discerning features. Another explanation is that in a few nanocrystals a condensa-
tion process takes place, leading to slabs. These local transformations will affect the
self-assembling process, thereby leading to new structures. A very intresting observa-
tion is that the high magnification images (Fig. 11-28) reveal that the newly formed
slabs adopt a zig-zag structure. This is an indication of the presence of cis-skewed
chains, characteristic of the anatase crystal structure. In fact, the anatase slabs are the
condensation products of smaller ones (Fig. 11-29), the anatase structure of which was
shown by EXAFS and XRD experiments.

Further structural information could be gleaned from the XRD pattern of cluster
films prepared by simple deposition of solutions onto a silicon wafer folloed by drying
in air (Fig. 11-27 d). A similar procedure was used to obtain TEM measurements,
where one drop of the solution was applied to a carbon. A series of peaks at low angu-
lar range with the spacing 16.56 A, 8.3 A and 5.53 A, was observed, attributable to
[001], [002] and [003] reflections, respectively, of a spacing of 16.56 A. These XRD
data suggest that the clusters are arrangec inside the nanocrystal such as to form a
layered structure. Packing of this type has been observed in the case of colloidal
nanosheets made from exfoliated titanate. The exfoliation/reassembling process in the
presence of tetrabutylammonium hydroxide NBuy* leads to a comparable XRD pat-
tern [122]. In both cases drying of the aggregate leads to textured films in which
reflections are suppressed due to the preferred orientation of the nanosheets or, in
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a b

Figure 11-29. a) Transmission electron micrograph of a titania/NMe," nanocrystals self-assembled into
a superlattice with dimensions in the micrometer length scales. The power spectrum (Inset) confirms
the long-range translational and orientational order characteristics of the superlattice; b) High magnifi-
cation shows well faceted hexagonal nanocrystals.

this case, clusters or slabs. The thickness of the nanosheets is 7.5A which is compar-
able to the thickness of the slabs, while their lateral dimension is in the range of 0.3 —
1 um [122]. Figure 11-28 shows nanocrystals composed of slabs disposed parallel to
one another with a repeating distance of about 16 A + 1A. This distance falls within
the range of the spacing estimated from the XRD pattern. The exact internal structure
of the superlattice still has to be determined, and this will be adressed once single
crystals are obtained. However, EXAFS results, XRD, HRTEM and elemental anal-
ysis indicate the presence of anatase clusters and N(CH3)," cations.

This method allows one to control the synthesis and stabilization of small clusters
and to build larger and larger nanocrystallites all the way to the bulk titania with
exclusively the anatase crystal structure. Small titania clusters or polytitanate anions
have been prepared and stabilized in solution for the first time. Cluster-cluster growth
has been shown to take place, leadint to larger nanocrystals. The growth can be influ-
enced by controlling the hydrolysis and condensation with N(CH3)4,OH. There is an
apparent preference for interaction between [101] surfaces and N(CHs)4*, wich would
account fot the differential growth velocities in the [101] and [001] directions. The
monodispersity of the negatively charged clusters renders them suitable for the pro-
gressive formation of titania/N(CH3)," superlatices. Thin film growth allows control
over orientations of superlattices, individual nanocrystals and individual clusters. The
polycondensation and growth processes observed and discussed in this study are in
accordance with theoretical predictions [118].
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11.5.3 Other oxide nanocrystals

The thermal decomposition of metal carbonyls Fe(CO)s in a high boiling point sol-
vent and in the presence of a surfactant as capping ligands, were successful in making
Fe,_C, precursors particles [113, 114]. These amorphous particles were converted by
slow oxidation in air or by heat treatment into Fe,O; nanocrystals uniform in size.
HRTEM shows for the first time, particles ordered into three-dimensional close-
packed structures called super crystals. In these studies, a mixture of antiferromag-
netic and ferrimagnetic Fe,O3 was revealed by X-ray, electron diffraction and Moss-
bauer spectroscopy. The later technique was shown to be very sensitive for studying a
variety of small magnetic particles of Fe,O3; made in aqueous solutions [115].

Following the same principle, Yin and Wang were successful in growing CoO nano-
crystals through a simultaneous decomposition and oxidation of Co,(CO)g in toluene
under an oxygen atmosphere [116]. Nanocrystals were size and shape selected using a
novel magnetic field separation technique. These purified nanocrystals which are
capped with bis(2-ethylhexyl) sulfosuccinate also have the propensity to self-assemble
into superlattices.

ZnO particles with the wurtzite crystal structure have the advantage of forming
spontaneously at even low temperature (0 °C) [123, 124].These nanocrystals can be
prepared in two steps, firstly by heating an ethanolic solution of zinc acetate to pre-
pare an intermediate species through hydrolysis and condensation [124]. In this reac-
tion, acetic acid generated during the heat treatment reacts with ethanol leading to
additional water through an esterification reaction. One of the intermediate species
formed by hydrolysis and condensation was suggested to be Zn;qO4(Ac), [125]. Sec-
ondly, LiOH is added to induce or catalyze further growth. In these solutions a con-
centration dependent aggregation or cluster-cluster growth takes place and was found
to be reversible by optical spectroscopy [124]. This type of behavior which has been
known for many years in classical colloidal chemistry is strongly manifested in these
studies because of the high concentrations used. However, the nature of the species
involved and the type of bonding involved in this aggregation or growth mechanism
still needs to be elucidated. Furthermore, the issue of shape also needs to be
addressed since until now particles were found or assumed to be spherical [124].

Some progress in investigating the effects of ageing and other parameters on the
growth or etching kinetics of ZnO nanoparticles such as pH, concentration, additives
(acetate or acedic acid, LiOH) and composition and temperature, show very interest-
ing and helpful results in understanding the chemistries of growth or etching. This
work provides information for the next logical step, namely the development of an
approach to stabilize and isolate the intermediate species by creating the right phy-
sico-chemical conditions, and by using adequately chosen capping ligands. Structural
and morphological investigations of growth will enable one to adjust the chemistry to
have control over the shape and surface chemistry of nanocrystals.

Some progress in understanding surface chemistry and the role of complexing lig-
ands in the stability of nanometric suspensions of cerium oxide and zirconia has been
achieved by combining a surface force apparatus and atomic force microscopy tech-
niques [125]. These studies demonstrate the important effect of surface complexing
agent such as acetylacetonate or acetate on adhesion between oxide nanocrystals.
These results are of great significance for the processing of stable nanometric suspen-
sions on one hand, but also for the processing of highly adherent nanoparticulate films
[125]. These complexing agents and others such as paratoluene sulfonic acid are also
used to regulate the growth of zirconia [126] and recently of titania nanoparticles



Metal-oxide and -sulfide Nanocrystals and Nanostructures 349

[127]. The bonding between metals and these additives were investigated by infrared,
13C, 170, 1H NMR spectroscopies. In these studies, protection of particles towards
aggregation is achieved, however, the issue of controlling size distribution, shape and
surface structure of particles still need to be addressed [126, 127].

11.6 Applications, prospects and concluding remarks

One of the objectives of material chemists has been the control of atomic arrange-
ments during the formation of condensed phases in order to prepare materials with
particular topologies or to design low-dimensional solids. Now, this issue is primordial
for the developments of new methods to create perfect manometer-scale crystallites
and nanostructured materials. Progress in this area depends on our ability to use
working knowledge’s in molecular, solid state and surface chemistries to understand
fundamental details which relates chemical reactivity to nucleation, growth and sur-
face chemistry of condensed Phases. The time is right because of the ability and ease
to probe reactions and do analysis at an unprecedented level of resolution.

The performances of materials in general and nanostructured materials in partic-
ular can be optimized by specific microstructural and macrostructural control of mate-
rials morphologies. For instance, one of the important goal in improving catalytic
activities and selectivity of oxide, is reducing size and size distribution of highly qual-
ity oxide and sulfide nanocrystals [128] Other morphological requirement can be ful-
filled in paints, cosmetics and electroceramic industries. Nanostructuring of porous
materials is of great interest in building membranes for gas phase separations, nano-
porous electrode to develop new types of solar cells [129], active layer in building
electrochromic devices [130]. Recently TiO,-coating on glasses have exhibited inter-
esting antifogging and self-cleaning properties [131]. Cadmium sulfide nanocrystals
can be used as precursors for the processing of buffer/windows layers for thin film
solar cells [20]. The particle size effect of CdS nanocrystals was used for the sensitiza-
tion of TiO, electrodes to build a solar cell [132]. This principle is motivating many
groups to build a nanostructured and all solid state injection cell. The development of
high performance fuel cells will depend on our ability to structure highly porous nano-
composite materials.
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12 Electron Microscopy of Fullerenes and
Related Materials

G. Van Tendeloo and S. Amelinckx

12.1 Introduction

12.1.1 Why electron microscopy, electron diffraction?

Shortly after the discovery of the fullerenes and related molecular crystals electron
microscopy has played a major role in elucidating their structures and microstructures.
This was due on the one hand to the fact that initially only minor quantities of pure
crystallized materials were available and on the other hand because of the nanometer
sizes of the objects: graphite nanotubes and onions. The small size of available fuller-
ene crystals restricted the possibility of single crystal diffraction experiments to elec-
tron diffraction. Moreover electron microscopy offers the unique possibility to study
direct and reciprocal space of the same object and also to determine the relationship
between both.

Another aspect which favoured the use of electron microscopy for a structural
study of fullerene related materials is the fact that the carbon nanotubes as well as the
bucky-onions are not crystalline materials in the strict sense, but are more like tex-
tures. This implies that some of the reflections in reciprocal space are not sharp, but
spread out along lines or planes. Because the atomic scattering factor of carbon is
small and because tubes as well as onions are sub-micron size objects electron diffrac-
tion is about the only diffraction technique which is able to produce useful structural
information; mainly because the electron-sample interaction is very strong.

12.1.2 Short survey of materials which will be considered

In this survey we will review the main results obtained by the combined use of mi-
croscopy and diffraction. We will in particular discuss the structure and microstructure
of molecular crystals of Cg, and C7o and of some of their derivatives obtained by the
reaction with alkali metals (e.g. Rb) or by the intercalation with halogen molecules
(in particular I,). The study of various morphologies of graphite derived particles such
as nanotubes and onions relies most heavily on electron microscopy. The characteris-
tic diffraction effects produced by nanotubes of various kinds will be discussed in
some detail and related to the morphology.
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12.2 Molecular crystals of fullerenes
12.2.1 Single crystals of Cgq

The first electron diffraction experiments on Cg crystals as well as theoretical con-
siderations concerning the packing of the molecules (either HCP or FCC) had left
some doubt as to the room temperature structure. It was soon realized that the room
temperature structure depends on the method by which the crystals were prepared, as
well as on the purity of the substance. Electron diffraction suggested that crystals
grown from solution in an organic solvent were predominantly hexagonally packed,
but under examination in the electron microscope vacuum they transformed into a
faulted face centered cubic structure [1]. This transformation was attributed to the
loss of the solvent molecules, which stabilized the HCP packing and it was concluded,
in agreement with X-ray powder diffraction experiments [2], that the stable room
temperature structure of pure Cgo was FCC. Sublimation grown crystals of sufficiently
pure Cg always exhibit a room temperature FCC structure.

Due to the shape factor of the quasi-spherical Cgp molecules together with the partic-
ular value of the ratio r,/a of the radius r,, of the molecule to the lattice parameter a in
the FCC phase, extinction occurs for all h00, 0k0 and 00¢ reflections. This was first found
by X-ray powder diffractometry [2] but it was more strikingly illustrated by single crys-
tal electron diffraction in a careful tilting experiment [3]. These experiments confirmed
that in the room temperature phase the molecules can to a good approximation be con-
sidered as randomly oriented so that they can be modelled as thin spherical shells of
diffracting material. Room temperature high resolution images confirm the FCC struc-
ture, but reveal that the crystals are frequently coherently twinned on (111) and contain
numerous stacking faults, which lead to streaking of the diffraction spots along [111]
directions. In some cases the concentration of faults is so large that through each node
in reciprocal space continuous streaks along <111> result. In electron diffraction pat-
terns this may give rise to weak extra spots violating the FCC diffraction conditions
where Ewald’s sphere intersects these streaks. Tilting the specimen causes a continuous
shift of these weak spots revealing in this way their origin.

Additional spots at positions which are extinct in an FCC lattice (i.e. positions
which correspond to FCC reflections with indices of mixed parity) result on cooling
below 250K (see Fig. 12-1) [2, 4]. These additional spots correspond to a primitive
cubic lattice. They reveal the low temperature structure in which the molecules are
still situated on a FCC lattice but in which the molecules are orientation ordered. The
diffraction conditions deduced from electron diffraction experiments show that, in
agreement with the X-ray diffraction results, the spacegroup is Pa3 which is a sub-
group of the spacegroup Fm3m of the high temperature FCC phase. In this primitive
structure each molecule is oriented in such a way that electron rich regions of the sur-
face of one molecule (corresponding to edges of the pentagons) face electron poor
regions of the surfaces of the adjacent molecules (i.e. in the centres of the hexagon).
Such an arrangement minimizes the electrostatic energy.

The phase transition FCC — P is accompanied by a decrease in rotation as well as
in translation symmetry. The low temperature phase will thus break up into a domain
structure consisting of orientation and of translation domains. The fourfold axis of the
pointgroup of the FCC phase is reduced to a two fold axis in the pointgroup of the
primitive phase leading to orientation domains related by 90° rotations about one of
the <100>gcc axis. The FCC lattice further breaks up into four sublattices each sublat-
tice being occupied by molecules of a given orientation related by translations of the
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Figure 12-1. Diffraction patterns of C60 crystallite along [001] (a, c) and along [011] (b, d) at room tem-
perature (a, b) and at 100K (c, d). Note the appearence of extra reflections at low temperature related
to a lowering of symmetry due to orientation ordering.

type %<110>FCC which are symmetry translations in the FCC phase but not in the P-
phase. The domain structure can thus contain four translation variants. Dark field
electron microscopy has given direct evidence for this domain structure [4, 5].

12.2.2 Single crystals of Cyq

Pure C; is prepared by an arc discharge between graphite electrodes under a
reduced pressure of He and purified by repeated liquid column chromatography,
before crystallizing in a closed quartz tube. Single crystals are formed by sublimation
at 550-600°C [6]. Within a single batch two different crystal structures may occur:
either FCC or HCP, exhibiting also the corresponding differences in morphology [7].
This suggests that the energy difference between the two phases is quite small, which
is consistent with the fact that the theories based on total energy for Van der Waals
bonded crystals are inconclusive [8] in predicting the crystal structure.

However the stacking mode may also be determined by the growth mechanism
rather than by energetic considerations [9]. It was shown that the FCC stacking is
favoured over the HCP stacking if it is assumed that steps associated with faults
emerging in the surface are responsible for the nucleation of growth layers. Such faults
occur frequently in crystals of molecules or atoms interacting by Van der Waals forces.
High resolution electron microscopy has confirmed the occurrence of two different
room temperature stacking modes (see Fig. 12-2). It is not clear to what extent these
alternative stackings are related to the degree of purity of the C;y material.
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Figure 12-2. HREM of C70, showing a mixture of hexagonal and cubic stacking.

The HCP stacked crystals adopt orientation ordered superstructures on lowering
the temperature as revealed by electron diffraction of single crystal fragments. On
cooling (7" < 270K) the c/a ratio is found to be equal to that for the ideal stacking of
spherical objects (i.e. ¢/a = 1.63) corrected for the aspect ratio of the elongated Cy
molecules which leads to & ~1.82. This suggests that the molecules occur in layers in
which their long axis are parallel to the c-axis; the unit cell contains two such layers,
but exceptionally a second superstructure containing four layers is found (Fig. 12-3).
Moreover it is found that one edge of the lozenge shaped unit mesh in the basal plane
of the hexagonal unit cell is doubled in length. This is a consequence of the orientation
ordering within the layers. The two-layer structure can be referred to an orthorhombic
unit cell containing four molecules. The azimuthal orientations of the molecules are
governed by the same principle as in primitive Cg; electron rich parts of the cage
(edges) face electron poor regions (face centers) of the adjacent molecules.

As the temperature increases first the superstructure spots in electron diffraction
patterns disappear showing that the orientation correlation breaks down and suggest-
ing that the molecules are now rotating or librating along their length axis, whilst
remaining parallel to the c-axis. On further heating also the c/a ratio decreases and
approaches that characteristic of the HCP stacking of spheres. This means that the
molecules no longer have their long axis parallel to ¢ but presumably their length axis
precesses about the c-axis. At sufficiently high temperature the ED pattern is that typ-
ical of a HCP structure with c¢/a = 1.63, suggesting that the C;o molecules now behave
as spheres i.e. they are rotating isotropically.
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Figure 12-3. Schematic representation of the different phases and phase transitions occurring in C70.

Like in the case of Cgo cooling leads to a decrease in symmetry and hence to the
fragmentation of single crystals in orientation and translation domains. Also the FCC
stacked crystals become orientationally ordered on lowering the temperature below
~250K. The long axis of the ellipsoidal molecules become gradually parallel to a
<111>gcc direction, leading to a rhombohedral structure in which the length axis of
the molecules are parallel to the threefold axis. At even lower temperature azimuthal
ordering of the molecules leads to a monoclinic structure [10-12]. Since there are four
different <111> directions in the FCC structure a domain structure consisting of four
orientation variants is to be expected in the rhombohedral phase. Such a domain
structure has in fact been observed [11] by optical microscopy. No electron micro-
scope observations are available as yet.

12.2.3 Defects in single crystals

In high resolution images of Cgy columns of molecules parallel to the viewing direc-
tion are imaged as single dots. Under certain critical imaging conditions these are ring
shaped (Fig. 12-4). However individual carbon atoms cannot be resolved; they are too
closely spaced, they do not form columns along the electron beam and moreover the
molecules are quasi freely rotating at room temperature.

High resolution images have revealed that single crystal fragments of Cg¢, very often
contain coherent (111) twin bands as well as intrinsic (...ABCBCABCABC...) and
extrinsic (...ABCABACABC...) stacking faults. All types of defect configurations
which commonly occur in cubic face centered metallic alloys with low stacking fault
energy also occur in Cg (Fig. 12-5). The C4o molecules play the same role as the atoms
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Figure 12-4. [110] zone HREM image of the perfect structure of C60. Note the ringshaped bright dots.

in the metallic alloys. In [13] evidence has been presented for the presence of Frank
partials, Shockley partials and Lomer-Cottrell barriers. A remarkable configuration of
intersecting intrinsic stacking faults is shown in Fig. 12-5a. Along the intersection line
a row of “partial” vacancies is present; a model for these intersecting stacking faults is
presented in Fig. 12-5b [14, 15].

“Single” crystal fragments of Cy, often consist of bands of FCC phase and HCP
phase; the (111) close-packed planes of FCC being parallel to the (0001) planes of the
HCP phase (see Fig. 12-2). The FCC parts exhibit the same type of faults as the FCC
phase of Cg. The HCP part often contains single layer faults of the type
..ABABCBC... as well as double layer faults of the type ..ABABCACA... At low
temperature (< 2°C) the rhombohedral phase of Cy is finely twinned on {110}gcc
type planes, so as to minimise the strain energy resulting from the orientational phase

Figure 12-5. [110] HREM image of a set of intersecting intrinsic stacking faults in C60; (arrows) a
model is shown as inset.
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transition FCC — rhombohedral. The twins result from the cooperative alignment of
the molecular length axis along different <111>gcc directions in different domains.
The coherent twin planes are the {110}gcc and {100}gcc type mirror planes relating
the different <111>gcc directions of alignment.

12.2.4 Nanoparticles of multiply twinned crystals

Small particles of pure Cqy and pure Cy, as well as of the 50:50 mixture of Cgy and
C;¢ can be obtained by a variety of methods; we have studied nanosize particles pre-
pared by the aerosol method [16]. Transmission electron microscopy and scanning
electron microscopy were applied in the study of particles obtained by the atomization
of a solution in toluene using nitrogen as a carrier gas. The solvent was eliminated by
evaporation on passing the stream of droplets through a hot wall generator held at
temperatures in the range from 400°C to 700°C. Particles were collected on micro-
scope grids at the exit of the generator.

The morphology and size distribution of the particles are most easily obtained by
SEM (Fig. 12-6), whereas their internal structure is studied by means of HREM (Fig.
12-7). The particle sizes vary from 10-100 nm, their distribution depending on wall
temperature during preparation. At wall temperatures of S00°C or higher the particles
have well defined polyhedral shapes. Most particles are platelike having trigonal or
hexagonal outlines (Fig. 12-6a). Such particles are usually multiply twinned on a single
(111) plane of the FCC phase. They preferentially grow laterally because of the pres-
ence of reentrant angles along the lateral facets, which are not parallel to the twin
plane, and thus acquire a platelike shape. However a fair fraction of the particles have
a more complicated shape; they are either icosahedral or decagonal, similar to vapour
grown small particles of FCC metals such as gold and silver. High resolution images,
such as Fig. 12-7, show that these complicated shapes result from the juxtaposition of
tetrahedral regions of FCC structure. For instance the decahedral shape of Fig. 12-7
results from the juxtaposition of five tetrahedrally shaped regions along a common
[110]gcc edge and separated by (111)gcc twin planes. As viewed along the common
[110]gcc edge this crystal aggregate has fivefold symmetry.

Both types of composite particles (Cgg as well as C7g) have to be internally strained
as can most easily be illustrated by the decagonal particle. In the ideal FCC structure
the angle between two {111} planes is 70.52°. Along the common [110]gcc edge in the

Figure 12-6. SEM image of polyhedral C70 particles a) hexagonal plate shaped b) icosahedral shaped
c¢) decahedral shaped
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Figure 12-7. [110] HREM low magnification of a single decahedral multiply twinned C60 particle
imaged along the common [110] direction; the corresponding pseudo fivefold diffraction pattern is
shown as an inset, together with a HREM image of one of the variants.

decahedral particle the five wedge angles have to be fitted without leaving a gap. This
requires the wedge angles to be 72° (360°/5). This is clearly not possible if the struc-
tures are assumed to be ideal FCC; an angular gap of about 6° would be left in that
case. Closing this gap causes a stress pattern. Intuitively it is clear that the outer rim of
the composite particle must be under tensile stress whereas the inner part must be
under a compressive stress a “neutral” surface separating both regions. These stresses
can be relieved either elastically, i.e. by local changes in the intermolecular separation
or plastically i.e. by the introduction of lattice defects such as dislocations which can
locally change the orientation of lattice planes. The insertion of supplementary half
planes in the outer parts of the particle could efficiently relieve the stresses. However
such configurations are not observed in HREM images. Often several stacking faults
and microtwins in radial planes parallel to the {111} section boundaries are observed
close to these boundaries. Such intersecting stacking faults produce rows of “partial”
vacancies along the intersection lines. These intersection lines are concentrated in the
central part of the particle because the faults are close to the sector boundaries (Fig.
12-8). These vacancy lines may contribute in relieving the compressive stresses in this
region. Also the icosahedral particles consist in fact of 20 tetrahedrally shaped regions
of FCC structure related by twinning operations. Interpretation of HREM images of
these particles is less straightforward because of unavoidable overlap between differ-
ent twin variants.

The ellipsoidal shape of the C;y, molecules allows another mode of stress-relief. A
layer of molecules of which the parallel length axis are normal to the layer plane
becomes thinner when the molecules become inclined with respect to the layer plane.
Simultaneously the lattice parameters of the unit mesh within the layer plane become
larger. These considerations are consistent with the observed values of the c/a value in
the HCP stacked phases of Cyq [4, 6]. The angular gap in multiply twinned particles of
Cyp can thus be accommodated by fitting the degree of orientation to the local strain.
On cooling the orientation pattern may actually be stress-induced. In HREM images
occasionally parts of a sector exhibit a double period along (111)gcc planes parallel to
the sector boundary. This can be attributed to the alternation of two different (111)
layers of molecules the sense of inclination being different in successive layers [17].
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Figure 12-8. [110] HREM image of the
node of a C70 particle, showing the pre-
sence of several stacking faults intersect-
ing near the core.

12.2.5 Polymers of Cgg

Pure Cgq crystals can polymerize under laser irradiation [18]. Individual Cgg mol-
ecules (monomers) can be covalently linked together to form a polymeric structure
when submitted to strong visible light [18]. The optical spectra show extra lines, indi-
cating a reduction of the molecular symmetry. Similar spectroscopic changes were
noted in high pressure studies, which led in 1993-1994 to the discovery of several one
and two dimensional high pressure polymerised phases. At pressures above 9.5 GPa
even three dimensional polymerised Cgy was produced; for a review see e.g. [19]. The
polymers remain stable when subsequently the pressure is removed (at least at room
temperature or below). Specimens of the latter type have been examined by electron
diffraction. After long exposure times and reducing the illumination conditions it is
possible to obtain patterns exhibiting superlattice diffraction spots, suggesting a four-
fold period and a decrease of cubic symmetry.

12.2.6 Epitaxial layers on different substrates

Many materials can be obtained as single crystal thin films by epitaxial growth from
the vapor phase on a single crystal substrate. The unit mesh of the exposed substrate
surface has to be sufficiently similar to that of the desired film and the temperature of
the substrate has to be adequate so as to allow sufficient mobility of the growth units
along the surface. The fullerenes Cqy and C7o have been grown successfully on various
substrates such as mica, silicon, and various metal substrates. In particular GeS is well
suited [20]. The quality of such layers and their relation to the substrate geometry can
conveniently be studied by HREM and electron diffraction.
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The relationship between film and substrate is particularly interesting in the case of
a GeS substrate. This material has an orthorhombic deformed sodium chloride-like
layer structure (a = 0,429 nm, b = 0,364 nm, ¢ = 1,047 nm) and cleaves easily along the
(001) wavy layer planes. Such cleavage surfaces exhibit grooves parallel to [100]. The
separation of these grooves is such that Cgy (and C;() molecules can fit in every other
groove and form a close-packed fullerene layer with the usual unit mesh in Cgg (dio1 =
0,86 nm i.e. 2 x djo in GeS) (see Fig. 12-9a). This one-dimensional epitaxial orienta-
tion relationship is sufficient to promote the growth of large areas of monocrystalline
Ceo film. The diffraction pattern of specimens consisting of film + substrate is more
complicated than the mere superposition of the two diffraction patterns (Fig. 12-9b).
Each diffracted beam acts as an incident beam for the second layer and produces a
diffraction pattern of this layer. The epitaxial relationship can nevertheless be de-
duced unambigeously from such composite patterns:

Ceo [111] parallel to GeS [100]

Ceo [101] parallel to GeS [010]

For C; this orientation relationship is more complex and incommensurate patterns
are formed because of the larger size of the C;y molecule

The fullerene layers exhibit defects which are a direct consequence of the epitaxial
relationship. Since only one out of two substrate grooves is filled by a row of fullerene
molecules it is possible that a different set of parallel grooves is filled in different parts

=6l

Ges

Figure 12-9. a) Schematic representation of a full-
erene film on a GeS substrate

b) complex diffraction pattern allowing to deduce
the orientation relationship between the GeS sub-
strate and the C70 thin film.
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of the film. This gives rise to antiphase defects in the initial fullerene layers, which
may on further growth lead to out-of-phase boundaries [21]. In thick films (111) stack-
ing faults such as those occurring in bulk material, are common features.

12.3 Crystals of Cg, derived materials

12.3.1 Todine intercalated Cgo(I5)2«

Iodine can be intercalated in crystalline Cg as neutral I,-molecules. The interca-
lated structure was determined by means of X-ray diffraction [22]. The framework of
the Cgp molecules is primitive hexagonal the I, molecules occupying trigonal prismatic
interstices in this framework. Not all interstices can be occupied; the composition is
Ceo(I; )o_. The intercalation process is difficult to study “in-situ” in an electron micro-
scope. However the de-intercalation is much less detrimental to the microscope and it
occurs gradually as the crystal looses iodine in the microscope vacuum; it was studied
in detail in [23]. It was shown that as the intercalate looses iodine the framework is
sheared progressively over ¢/2 (¢ being the hexagonal lattice parameter) along pris-
matic planes of the hexagonal intercalate. Hereby the primitive hexagonal stacking is
transformed into the FCC stacking of the pristine phase. High resolution imaging
allows to observe the shear planes as well as the shear displacement, whereas the cor-
responding electron diffraction patterns reveal the changes in the geometry of the lat-
tice in particular the relaxation of the prismatic planes on de-intercalation.

The transformation proceeds by the migration of partial dislocations which form
the borderline of the intercalated areas of the shear plane; it takes place in the wake
of the migrating dislocation. This mechanism is consistent with the orientation rela-
tionship between intercalate and pristine phases [23].

12.3.2 Rb,Cgy compounds

Alkali metal atoms can be intercalated in Cg as ions and form compounds A,Cgq
with x =1, 2, 3, 4 or 6. Different superstructures are formed depending on the value of
x; a number of them exhibit superconductivity. The framework of the Cqy molecules
remains topologically face centered cubic the alkali-ions occupying the interstices.
Depending on the composition this structure is slightly deformed and the actual sym-
metry can be either cubic or tetragonal. Intercalated phases of the type A;Cgy (A=Cs,
Rb, K) exhibit several phase transitions as a function of temperature. At high temper-
ature A;Cgg has a rocksalt type structure the A-atoms occupying the octahedral inter-
stices in the close packed arrangement of the Cg( spherical molecules. On slow cooling
the room temperature form of A;Cgy remains topologically a rocksalt structure but
bonds are formed between Cgy molecules leading to the formation of linear chains of
Ceo molecules, cations occupying the remaining interstices. The polymer bonds have
been proposed to be four membered carbon rings.

Electron microscopy of alkali metal fullerides such as Rb,Cg is strongly hampered
by the chemical reactivity of these compounds in air. In a normal ambient atmosphere
the materials oxidise readily and e.g. the superconducting properties of A;Cgp are ser-
iously affected. The preparation of samples usable for electron microscopy can there-
fore only take place under a carefully controlled atmosphere. Samples of Rb,C¢ can
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Figure 12-10. [111] HREM images under
different imaging conditions in (a) and
(c), respectively, together with the pro-
jected structure model. The calculated
images based on this model are shown as
insets in b and d. A schematic model of
the intercalated structure is shown below.

however be successfully prepared and studied inside a transmission electron micro-
scope using a double inflatable transparent plastic glove bag. The flexible bag can be
linked directly to the microscope so as to protect the specimen under a N, atmosphere
during crushing, mounting and its insertion into the microscope [24].

The electron diffraction patterns of RbsCe are indexed on a body-centered cubic
(bcc) lattice with lattice parameter a = 11.56 A, in agreement with the structure deter-
mined by X-ray diffraction [25]. The filling of the octahedral interstices of Cgo by rubi-
dium atoms causes the face centered cubic cell to become body-centered cubic. Stres-
ses are therefore generated causing the disintegration of the Cg crystals so as to give
rise to fine particle sizes of only a few nm.

In the bcc structure the molecules are arranged in close packed columns along the
<111> direction; the rubidium clusters, too, project along three columns parallel to the
<111> direction (Fig. 12-10c). In the [111] HREM image of Fig. 12-10a, the centres of
Cego columns show up as the largest bright dots while the rubidium columns are imaged
as dark dots. Simulated images for different thicknesses and defocus values Af are
reproduced as Fig. 12-10b and Fig. 12-10d. The correspondence of the simulated and
observed images is quite striking, confirming the structure as proposed in [26].



Electron Microscopy of Fullerenes and Related Materials 365

12.4 Graphite nanotubes
12.4.1 General considerations

Graphite nanotubes have been discovered by means of HREM and a model for
their microstructure was suggested by the image and by the corresponding electron
diffraction patterns [27].Various types of graphite fibres were already known for some
time but their microstructures were incompletely characterized due to the limited res-
olution of the methods available at the time of their description. Moreover their
microstructures and morphologies are variable apparently dependent on the method
of preparation. A full characterization of the microstructures had to rely on the appli-
cation of high resolution electron microscopy and electron diffraction of single fibres
[28, 29]. Recently the electric-arc methods used for the preparation of fullerene mol-
ecules produced also carbon nanotubes as a by product. The microstructures and mor-
phology of such fibres were more reproducible than those of previously known carbon
fibers. The present survey is limited to this last type of fullerene related nanotubes.

In HREM the nanotubes are imaged as pairs of sets of parallel lattice fringes with a
spacing roughly equal to the interlayer spacing of graphite. Since the numbers of
fringes in the two sets are almost invariably equal it was concluded that they image
concentric cylindrical sheets. Simulation shows that each dark fringe corresponds to a
graphene sheet seen edge on (Fig. 12-11).

Figure 12-11. Direct space observation of a multishell nanotube; (a) at relatively low magnification,
highlighting the interplanar (00./) planes, (b) at higher resolution, also showing the (4k.0) interference
between upper and lower parts in the centre.
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Figure 12-12. Schematic representation of the relation between r, § and Hamada indices (L, M) for a
cylindrical carbon nanotube (5,2). Wrapping up of the graphene sheet in such a way that A coincides
with A’ leads to the formation of a chiral tube with wrapping vector cj,.

12.4.2 Geometry of nanotubes

As shown below the main geometrical characteristics of the diffraction pattern can
be understood intuitively on the basis of the concentric cylinder model provided it is
moreover assumed that the cylindrical graphene sheets may be helically wound.

A helically wound chiral cylinder is obtained from a planar sheet of graphene by
applying the following operations. A line segment is chosen in the plane of the graph-
ene sheet, it is characterized by two integers L. and M (called Hamada-indices [30])
which are the numbers of hexagons spanned by the components of this line segment
along two directions enclosing an angle of 60° (Fig. 12-12). The graphene sheet limited
by two parallel lines normal to this line segment is subsequently rolled up in such a
way that this line segment forms a circle i.e. making coincide A and A’. The radius
of the resulting cylinder is then:

r=Yay/L' + M + Lu (12-1)

(a = the c-c distance in a graphene hexagon) and the chiral angle 0 as defined in
Fig. 12-13 is then:

0 = arcig S ﬁ/[ (12-2)

Non helical or achiral tubes are obtained for two special orientations. For 0 = 0° the
resulting tube is called a zig-zag tube; for 6 = 30° the tube is called an arm-chair tube.
This nomenclature is suggested by the configuration of carbon atoms along the termi-
nating circular rims of the cylinders.

12.4.3 Diffraction pattern: observations

The electron diffraction pattern of a single multishell nanotube consists of sharp
spots along a row perpendicular to the fibre axis and corresponding to the c-spacing
of graphite; they are 000¢ spots. Moreover there are streaks parallel to the row of 000¢
spots through the positions of hk.0 reflections of graphite. These streaks are sharply
terminated inwards at the hk.0 positions but they fade out gradually in the outward
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Figure 12-13. a) Experimental normal incidence diffraction pattern of a multichiral tubule. The pattern
exhibits clearly ik.l (I # 0) reflections corresponding to the graphite AB (H) and the rhomboheral ABC
stacking sequences.(R); b) Schematic representation of a). The hk.I spots are indicated.

direction i.e. away from the projection of the tube axis (Fig. 12-13). Very often the
pattern contains several differently oriented hexagons of streaked /k.0 spots. In such
cases the spot positions form a pattern with overall planar symmetry 2mm. However
taking into account also the intensities of the spots the inversion centre is in many
cases the only symmetry element left in het planar pointgroup.

12.4.4 Geometric diffraction theories of nanotubes

12.4.4.1 Intuitive model: direct space

The diffraction pattern with the incident electron beam normal to the tube axis can
intuitively be interpreted. The sets of graphene sheets produce the lattice fringes in
the walls of the tube, where these are locally parallel to the electron beam; they also
give rise to the set of 00./ diffraction spots. The sets of graphene sheets which are
locally perpendicular to the incident beam produce the /k.0 reflections. In helically
wound tubes the sets of sheets along “top” and “bottom” of the tube give rise to the
angular “doubling” 20 of the hexagons of hko spots, which is a direct measure for the
helical angle in the case of normal incidence only.

The streaking of hk.0 reflections towards higher spatial frequences and the sharp
cut-off at some well defined maximum interplanar distance of graphite can qualita-
tively be understood as related to the curvature of the graphene sheets which causes
the “projected” spacings along the incident beam direction to decrease with increasing
local inclination of the lattice planes belonging to a given spot. A more exact theory
based on the diffraction space of cylindrically curved lattices is given below.
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12.4.4.2 Disordered stacking model: reciprocal space

The concentric cylinder model implies some form of disorder of the local stacking
of graphene sheets. If the intersheet distance is to be kept constant and equal to ¢/2 of
graphite the circumferences of successive coaxial cylinders have to increase in length
by 2n.c/2=nc. Depending on the chiral angle 0 the numbers of rows of hexagons in
successive cylinders differ by a number of the order of nc/a ~ 8-9. For circular cylin-
ders this causes a gradual relative shift of the honeycomb patterns in adjacent cylin-
ders. Moreover if successive sheets are nucleated independently the local stacking is
likely to be randomly disordered. We will make this assumption when discussing the
geometry of diffraction space.

The diffraction space of multishell tubes is obtained as the superposition of the
“local” diffraction spaces of the disordered graphite structures assuming all conceiva-
ble orientations compatible with the model. This “local” diffraction space consists of a

Figure 12-14. Reciprocal space construction for a non helical tubule. The loci of the different reciprocal
lattice nodes of graphite are circles (C;) situated in planes (P;) perpendicular to the needle axis. The
diffraction vectors are obtained by connecting the origin with the intersection points of these loci with
the Ewald sphere. The solid circles are sharply defined inwards but fade out gradually outwards as a
result of the tangential streaking. The dotted circle corresponds with the c* reflections. The Ewald
sphere is represented for the particular case of incidence exactly normal to the needle axis.
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row of sharp nodes 00¢ through the origin (¢= 0, +2, +4, ...) separated by 2c* along a
line normal to the local tangent planes to the cylinders and of nodes hk.0 streaked
along the local sheet normal (i.e. alongf). These streaks are due to the one-dimen-
sional disorder which nevertheless leaves the 00.¢ nodes sharp, even if cylinders with
different helicities are present.

Due to the cylindrical symmetry all conceivable orientations are obtained by rotat-
ing the reciprocal space of turbostratically and translationally disordered graphite
about an axis through the origin and parallel to the fibre axis. Hereby the 00./ nodes
describe sharp circles in planes through the origin and normal to the tube axis. Each
streaked Ak.0 node generates a diffuse “corona” in a plane normal to the tube axis. The
diffuse coronae are sharply limited inwards by a circle but fade gradually outwards. For
chiral tubes each node generated a separate corona. For achiral tubes degeneration
occurs; two symmetry related nodes generate a single corona (Fig. 12-14).

The diffraction pattern is now obtained as a quasi-planar section of diffraction
space passing through the origin and normal to the incident beam direction. (the
Ewald sphere is quasi-planar in electron diffraction!). The sharp circles give rise to
well defined 00.¢ diffraction spots whereas the diffuse “coronae” lead to streaked
reflections limited inwards by the hk.0 spots (Fig. 12-14).

12.4.4.3 Homogeneous shear model (Fig. 12-15)

The interpretation of a number of observed features in diffraction patterns suggests
the necessity of a more detailed theory, which no longer implies complete randomness
of the relative shifts of successive cylinders. We now assume that along one generator
of the cylinder a well defined stacking is present, for instance AAA ... or ABAB...,
and we investigate how the homogeneous shear resulting from the increase in circum-
ference of successive cylinders deforms the structure and hence affects the diffraction
space.

(a) Direct Space (b) Reciprocal Space

Figure 12-15. Two successive concentric tubes of a cylindrical seamless multishell nanotube as viewed
along the tube axis. (a) Direct space: the homogeneous shear deforms the unit cell (ay, a5, a3) at « = 0
into unit cell (ay, ay’, a3”) at azimuth «. (b) Diffraction space: the same homogeous shear changes the
reciprocal unit cell (Aj, A,, Az) into (Ay’, Ay’, A3’). The shear vector s is tangential to the cylinder; the
shear angle is f.
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We assume the structure which the material would adopt in an unbent crystal to be
based on the lattice with mutually perpendicular base vectors (ay, d,, as). This struc-
ture is thus locally realized along the line with azimuth « = 0. For simplicity we assume
the tube to be achiral (non-helical !) and to have a circular cross section. In Fig. 12-
15a we have represented in cross section two successive cylinders in a multishell tube.
In P the unit cell is the same (a1, d,, d3) as that of the planar structure, which is tangent
to the cylinders. In P’ at azimuth o this unit cell is sheared in such a way that the arc
PP’ is equal in length to the arc QQ’, since the graphene sheet is assumed neither to
be extended nor compressed but merely to be bent; it now becomes (d;, @, @3 ). The
corresponding reciprocal unit cells are then respectively (A, A,, A3) and (A, A,
A3) (Fig. 12-15b).

In the first place we consider sets of lattice planes parallel to the tube axis i.e. equa-
torial reflections. The situation is then two dimensional since all relevant features are
then confined to the plane of the drawing. We focus attention on successive shapes
and orientations of the reciprocal lattice unit cell as a function of the azimuth «. The
reciprocal lattice node corresponding to the set of lattice planes parallel to (@, ds)
with spacing d is A3 such that O,A3 = 1/d. The following relations follow from simple
geometrical considerations. The shear equals 27|a,| for a full turn (o = 2r) and hence
at the point P’ with azimuth o, s becomes 2m|d;|xo/21t = |@|e. The angular shear S is
given by tgf=s/|a,| and one can thus conclude that a=tgf. This implies in turn that the
line segment P, P,” has the same length as the arc P,”A;. The geometrical locus of P, is
thus described by a point of the straight line P,’P,” when this straight line rolls without
sliding on the circle with radius O,;Aj. Such a curve is called the evolvente of the cir-
cle. The turning point Aj is such that O,Aj; is perpendicular to O,A .

The reference stacking at P will be repeated at the point where the shear becomes
an integer multiple of the lattice vector in the sheet parallel to s i.e. for s = nas; (n =
integer). This will occur for the first time (for n = 1) at an azimuth o, given by o, = s/a;
= az/a,. The number of turning points N will thus be N = 2n/o. = 2ma,/az or in terms of
reciprocal space parameters N = 2nA3/A;. This will only be an integer for certain
ratios of As/A;. For the considered achiral tube we have for the circumference
2nr=Las (r = radius, L = integer). The length increase of circumferences of two succes-
sive tubes is then A¢ = 2a(r + a;) — 2nr = (L + n)a; — Laz (n = integer). Thus A¢ = nas.
If the interlayer spacing a; is to be maintained one has to have nas = 2na; or 2n(a,/az)
= n. This condition means that 2r(a;/a3) should be an integer. We thus find that this
condition implies that the number of evolutes is an integer n = N!

Non-equatorial reflections in a monochiral multitube, are produced by sets of lat-
tice planes which are inclined with respect to the fibre axis; let the angle be y (Fig. 12-
16) where the parallel lines represent the traces of the lattice planes. The length
increase due to the rolling up of concentric sheets remains the same since it only
depends on the interlayer spacing ay; it is still 2na; for a complete turn (o = 2m). At
azimuth « it is thus s = 2na;% = a,a. The repeat condition is now that the critical shear
s. must be such that the set of parallel planes with interplanar spacing is brought into
coincidence with itself i.e. s, = d/cosy and hence o.= s./a; = d/a,cosy and hence the
number of turning points N = 2w/a.= 2na,cosy/d and in terms of reciprocal parameter
N = 2nAjcosy/Aq; Az = 1/d. The evolutes one now obtained by rolling a straight line
with equidistant points separated by A; on a circle with radius Azcosy.
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Figure 12-16. Electron diffraction pattern of an isolated rope of single shell tubes. (a) The complete
pattern. (b) Shorter exposure of (a), showing the row of basal reflections.

12.4.5 Kinematical diffraction theory

12.4.5.1 General considerations

The kinematical theory of diffraction by a nanotube can be formulated analytically
in a closed form [31, 32]. According to the kinematical approximation the scattered
amplitude in a given direction is the sum of the complex amplitudes of the wavelets
scattered once along that direction by all the scattering centers, taking properly into
account the phase differences resulting from the different geometrical positions of the
carbon atoms.

Quite generally the scattered amplitude A(k) by an assembly of atoms at positions
fj is given by:

A(k) = fo(k) > expik.F; with the scattering vector k = K - K,
J

where K, is the wavevector of the incident wave and K that of the scattered wave;
fc(k) is the atomic scattering amplitude of carbon. This expression gives the value of
A(k) in all points of diffraction space (i.e. k-space). The diffraction pattern is obtained
as a quasi-planar section of k-space with Ewald’s sphere, which in electron diffraction
can conveniently be approximated by a plane through the origin of k-space, normal to
the incident beam direction K,
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For scattering centers situated on a lattice k-space consists of discrete nodes situ-
ated on the reciprocal lattice each node having a weight given by the structure ampli-
tude F(k). However if the scattering centers are not on a lattice the non-zero regions
of the function A(k) are no longer concentrated in nodes on a lattice but are distribu-
ted quasi continuously in k-space. Also in this case the scattered beam direction K is
obtained by the Ewald construction i.e. by joining the center of Ewald’s sphere, which
is at —K,,, with its intersection point at k with the amplitude distribution A(k) in k-
space. The corresponding amplitude of the diffracted beam is then proportional to the
value of A(k) at the intersection point. The knowledge of diffraction space thus allows
to obtain the diffraction pattern for an arbitrary direction of the incident beam.

12.4.5.2 Diffraction space of a “primitive” helix

Using an orthogonal reference system with unit vectors é,, &y, &,, the scattering cen-
ters on a monoatomic “primitive” helix are situated at positions:

T, = Rocosgbjéw + Rosingbjéy + Zjéz with z; = z, + jp and
¢; = bo + 2n(p/P)j (j = integer) (123)
where ¢,, z, refer to the origin respectively of the azimuth and of the level z; p is
the level difference between the z-positions of two successive scattering centers along
the helix and P is the pitch of the helix; R, is the radius of the cylinder on which the
helix is wound.
The diffraction space of such a “primitive” helix was calculated, using Fourier
methods, in the context of the X-ray diffraction study of DNA molecules in [33]. We
shall briefly sketch the direct summation procedure following [31].

Introducing an orthogonal reference system in k-space with unit vectors
(3. Ely> €J.,) such that €l;-€j = 5ij one can write:

k= kxékx + kyéky + kzékz (12'4)
or introducing k| given in length by |k MQ: k2 + k:%/ and in orientation by ¢, =
arctan (ky/ky) one obtains:
E.fj = kJ_Ro COS(gbk - ¢J) + kZZ]
or k.7j = k| Rocos[¢y, — do — 2n(p/P)j| + kz(20 + pj) (12-5)

Applying the Jacobi-Anger identity

exp(ix cosp) = Zian (x)exp(ing) (12-6)
n
one obtains finally after some lengthy algebra (see 29):

A(k) = (2n/p) fo (k) expikzzo
x 3 Jn(k) Ro)explin|op — do + (m/2]} (12-7)

x 8{kz — [n(27/P) + m(2x/p)]}

where the J,, are Bessel functions of order n.
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The presence of the 5-function limits the non-vanishing values of A(k) to discrete
layer planes k; = n(2nw/P) + m(2n/p) (m, n = integers). This can intuitively be under-
stood by noting that the helical arrangement can be considered as consisting of centers
with a spacing P situated on straight lines arranged on a circle with radius R, and par-
allel to the z-axis, but differing in z-level by multiples of p. In this context it should be
reminded that the Fourier transform (i.e. k-space) of a linear arrangement of equis-
paced (spacing d) scattering centers consists of diffuse planes (spacing 1/d) perpendi-
cular to the direction of the linear arrangements. This remains the case for the Fourier
transform of a two-dimensional lattice or bundle of such parallel arrangements pro-
vided the longitudinal positions of the lines of scattering centers are randomly distrib-
uted. If the latter condition is not verified, which is the case for nanotubes, the diffuse
planes acquire moreover a fine structure consisting of evolutes and circles as will be
shown below.

12.4.5.3 Diffraction by a single shell tube

Any carbon nanotube can be constructed from one such primitive monoatomic
helix by applying screw displacements, along the cylindrical surface with radius R,, in-
volving an azimuthal component Ay and a longitudinal componentAz.

As a first step we consider a zig-zag chain of carbon atoms consisting of two “paral-
lel” primitive helices related by a screw displacement (Agq, Azq) bordering a string
of hexagons. The structure amplitude A,(k) of such a zig-zag chain can thus be written
as the sum of two structure amplitudes A(k) of the primitive helices, taking into
account the phase shift due to the screw displacement. One obtains:

Ay (k) = A(k)[1 + expi(kzAz — nApq)] (12-8)

The complete single shell tube consists of an integer number of equispaced parallel
zig-zag helices. Their number is determined by the diameter of the tube. They are
related by the screw displacements (jApy, jAz9) (j = integer). These screw displace-
ments introduce constant phase shifts between the beams diffracted by successive zig-
zag chains. The Ag(k) for the complete single shell tube is thus obtained by the sum-
mation of a geometrical progression of which the terms are the structure factors A, of
the single zig-zag helices, each multiplied by the corresponding phase factor.

The result of this three step summation for a single shell tube with Hamada indices
(L, M) can be summarized by the following formula [31]:

Apype (k) = fo (k) % sp(k)élkz — (2m/T)(] (12-9)

with fc(k) the atomic scattering factor of carbon and where 54(15) is given by:

SE(E) = (47rC/a2\/§) [eXpi(Qﬂ'Zof/T)] 52171 JSL'—mM’(kJ_RO)

< fo(R +expi(2n/3)(s +2m)] (12-10)
exp{i [sL’ - mM/} [o(¢) — o) + (7/2)] }

x8{ [s(L' +2M") + m(2L' + M")] /N, ¢}
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with L'=L, M =M, o =+1if M > o (right handed helices)
L'=L+M,M'=-M, o0 =-1if M< o (left handed helices)
s, /, m summation indices
@0, Zo are the cylindrical coordinates of the origin on the cylinder with radius R,,.
The meaning of the other symbols is as follows:
T =CV3/N; N=/lcd(2L +M 2M +1')
(¢.c.d. = largest common divisor of the two numbers between brackets); T is in fact
the true period along z of the nanotube

C = aV L2 + M2 + LM (a = lattice parameter of graphite) (12-11)

Equation (12-10) allows us to calculate the complex amplitude Aype(k) in each
point k of diffraction space for a single shell tube, formed either by left or right
handed primitive helices, the square modulus Ipe(k) = Ape(k) Afubc(lé) then gives
the intensity. Normal incidence patterns are obtained for K, vectors situated in the
(ky, ky) plane.

Although each single shell nanotube can be considered as consisting exclusively of
either right handed (or left handed) primitive helices, it is of interest to leave the
option between these two descriptions open in view of the application to multishell
tubes. If the chiral angle is limited to the interval o < 1 <30° one may have to describe
certain multishell tubes as a mixture of clusters of righthanded an lefthanded mono-
chiral tubes.

12.4.5.4 Diffraction by a multishell tube

The A (k) for a multishell monochiral tube is obtained by summing the contribu-
tions of the individual coaxial single shell tubes. An assumption must then be made
concerning the stacking of these constituent single shell tubes. Requiring that the
intertube separation of the coaxial seamless tubes remains (1/2)c restricts the values
of the chiral angle 6 in monochiral tubes.

The diffraction space for a polychiral multishell tube containing several monochiral
clusters of coaxial tubes is the superposition of the diffraction spaces of the different
clusters, since it is a reasonable approximation to ignore interference effects between
different isochiral clusters.

12.4.5.5 Diffraction by a lattice of single shell tubes (ropes)

Single shell tubes most often occur as bundles of parallel tubes with the same
radius, forming a close packed array. The axis of the tubes then form a two-dimen-
sional hexagonal lattice with a lattice parameter equal to the tube diameter. The long-
itudinal and azimuthal positions of the tubes are presumably randomly distributed. If
the periodicities along the length axis of the tubes are the same for all tubes they are
also characteristic for the bundles. Non-vanishing values of the amplitude Ag(k) are
then limited to the same layer planes as for a single shell tube.

However the main feature of Ag(k) is the presence in the zero level layer plane of
a two-dimensional lattice of nodes, which is the reciprocal of the lattice of the bundle
array. This lattice of nodes produces a row of equidistant sharp spots along the zero
level line of the diffraction pattern; it allows to deduce the lattice parameter of the
tube array (Fig. 12-16).
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If tubes with different chiral angles are present in the bundle the streaked reflec-
tions of the individual tube become widened and form small arcs of the corresponding
powder diffraction rings, exhibiting diffuse tails in the direction away from the tube
axis (Fig. 12-16).

12.4.6 Computed diffraction patterns

We shall now comment on a few examples of computed sections of diffraction
space. Ewald’s construction implies that only cross sections containing the origin of
diffraction space can be revealed directly as an electron diffraction pattern. Non-cen-
tral sections can only be explored by tilting the specimen producing in this way line
sections of the two-dimensional patterns.

12.4.6.1 Single shell tubes

Single shell nanotubes with a diameter of about 1 nanometer were first described
and produced by Iijima and Ichihashi [34]. Such tubes are characterized by only two
parameters (L, M). Their growth seems to be favoured by the introduction of metal in
the graphite electrodes [34, 35] or by vapourising and laser heating a mixture carbon/
cobalt/nickel [36]. Most tubes however tend to agglomerate in “ropes”, i.e. bundles of
parallel tubes which are arranged on a two dimensional triangular close packed lattice
[36]. An image of a single shell nanotube is visible in the centre of Fig. 12-17, while
ropes are present above and below. TEM images indicate that the lattice parameter of
the triangular lattice in the ropes is 1.70 nm and the radius r of the tubes is about 0.7
nm (Fig. 12-18). Both the metallic behaviour of the material and the value of r suggest
that the majority of the tubes are (10,10) armchair tubes [40]; diffraction experiments
however can bring confirmation of this idea.

Figure 12-17. Single shell nanotubes produced by the arc discharge method; in the centre an isolated
tube is visible.
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Figure 12-18. HREM view of different bundles of single wall nanotubes, bent in such a way that it is
seen edge on. The bundles have a uniform width, packed according to a triangular lattice. (courtesy
A. Loiseau).

Figure 12-19. Simulated diffraction space of a (40, 5) single shell chiral tube. A normal incidence dif-
fraction pattern with 2mm symmetry is shown in the centre, together with four sections in reciprocal
space at the levels indicated by the arrows. Note the absence of azimuthal dependence of the intensity.
The radii of the dark circles are given by the zeros of the sums of the Bessel functions.
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(10,10)

Figure 12-20. Simulated diffraction space of a (10,10) armchair tube. a) equatorial section; the pattern
has 20 fold symmetry. b) Normal incidence pattern; note the absence of the 00./ reflections. ¢c) The sec-
tion k, = g100 (1/3/2). The pattern contains 20 radial “black” lines, i.e. extinction occurs for the corre-
sponding azimuthal orientations of Ewald’s plane.

(36,0)

Figure 12-21. Simulated diffraction space of a (36,0) zig-zag sin-
gle shell tube. The centre shows a normal incidence pattern and
the three sections k, = cte are from the levels indicated by the
arrows. The upper left pattern (k, = g100) has 72-fold rotation
symmetry; along 72 radial lines “extinction” occurs. The equal
torial section (lower left) as well as the upper right section show a
set of concentric circles with no azimuthal dependence.
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Although it is difficult to obtain a well defined electron diffraction pattern of an
isolated single shell tube it is of some interest to comment on the diffraction space to
be expected for such objects. A simple characteristic feature is obviously the absence
of 00.¢ reflections. Interference occurs between the waves diffracted by diametrically
opposite parts of the cylinder. In chiral tubes this leads to a central row of spots with a
separation which increases with decreasing R,,; it is independent of the atomic struc-
ture of the graphene sheet. Moreover sets of concentric circles are present limited
inwards by the 1010 (respectively 1120) circles and with spacings given by the zero’s
of the Bessel functions. The pseudo period in k| increases with decreasing diameter
of the tube since the argument of the Besselfunctions is the product & | Ro.

Figure 12-19 shows the normal incidence pattern as well as four different sections
k, = constant of diffraction space of a (40-5) tube. The atomic structure of the cylind-
rical sheet does not give rise to a fine structure in the interference pattern because the
chiral character of the cube does not allow for a well defined phase relation between
waves scattered by diametrically opposite walls.

This is no longer true for achiral tubes. Now the honeycomb networks in diametri-
cally opposite parts of the tube are in parallel orientations giving rise to an amplitude
modulation as a function of the azimuth. For an armchair tube (n, n) this gives rise to
2n maxima along concentric circles of which the radii are as before determined by the
radius R, and by the considered reflections (either 1010 or 1120). For a zig-zag tube
(n, o) the number of interference maxima along the concentric circles is also 2n. Fig-
ure 12-20 is the normal incidence pattern as well as two sections for a 10.10) tube and
Fig. 12-21 refers to a (36,0) tube.

In simulated sections of the diffraction space of double and triple tubules with a
well defined stacking at ¢, such as AA, AB or ABC evolutes start appearing; they
become quite clear in multishell tubules with more than three tubes.

12.4.6.2 Monochiral multishell tubes: geometrical constraints

In order to investigate the geometrical aspects of the diffraction space of mono-
chiral multishell tubes, we first inquire under which conditions a monochiral multi-
shell tube can be formed. As noted above the circumference increase of successive
coaxial seamless cylindrical tubes is mc, assuming the separation between successive
cylinders to remain ¢/2. If we require moreover that successive tubes should have the
same chiral angle the Hamada indices of possible monochiral multishel tubes are
severely restricted. The latter requirement implies that “wrapping” vectors of succes-
sive tubes should be parallel. Considering two successive tubes with Hamada indices
(L, M) and (L+I, M+m), such that this condition is satisfied we must have (L+)/M =
(M+m)/M and hence also I/L. = m/M. 1t is clear that the increase in length is given by
a(P + m? + Im)"?, where a is the lattice parameter of graphite.

The isochirality condition now becomes:

S =P +m?+Im~ (ncla) > =72.76

Since the left handed side is an integer and the righthand side is not, this relation
cannot be be exactly satisfied. Reasonable approximations are (8,1), S = 73, y = 9.8°;
(6,4), S =76,y =26.3°and (7,2), S = 67, y =17.8°. The tube which best satisfies the
isochirality condition is thus given by Hamada indices (L = 8k, M = k) (k = integer).

The knowledge of the chiral angle 0 (from the diffraction pattern) and of the radius
r (from the direct image) alllows to compute the Hamada indices from the relations:
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_ Jx=1) _ X
L= Y43 M=2 yI+3

with x =4n?r?/a%y = \/3tg0

If no restriction of isochirality is imposed on the chiral angles two successive tubes
with Hamada indices L, M; and L,, M, can be coaxial and maintain the spacing c/2
provided:

VI3 + M3+ LoMy =€+ [12 + M3 + 1y My

Given L; and M; this Diophantine equation has to be solved for integers L, and
M,. A graphical algorithm leading to acceptable values of L, and M, is given in [29].

12.4.6.3 Multishell tubes: simulations

The simulated patterns of Fig. 12-22 refer to a 10-layer monochiral tubule with
Hamada indices (8k, k) with k = 5,6, ... 14 (n = 9°82). This chiral angle was chosen in
such a way that the normal intertube spacing remains c/2. The initial stacking along
wo = 0 was the AA...A stacking. Figure 12-22a shows the normal incidence pattern
along ¢o = 0; it can be compared with an experimental pattern such as Fig. 12-13.

Figure 12-22. Diffraction space of a 10-layer monochiral tubule (n = 9°82). The initial stacking is AA.

(a) Normal incidence pattern; only a centre of symmetry is present. (a;) Corona giving rise to the sec-
ond layer line; the basic circle results from a 1010 type reflection; the number of cusps is 8, they are
separated by arcs of length 2¢*. (a;) Corona giving rise to the fourth layerline; it is also based on a 1010
type circle. The number of cusps is 1. (a;) Equatorial cross section; the spacing between concentric cir-
cles is 2¢*. (a4) Corona giving rise to the first layerline; there are 9 cusps separated by arcs of length 2¢*.
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Figure 12-23. Diffraction patterns and sections of reciprocal space, calculated for a 10 layer monochiral
tubule (1 = 9°82).

Note the splitting of the spots on the 1010 circle and the associated short streaks. The
pattern has only a centre of symmetry. Four different sections k, = constant are
shown. The k, = 0 section consists of concentric circles spaced 2¢* which produce the
rows of sharp spots 00.¢ (¢ = 2,4...). The sections ay, az and a4 consist respectively of
9, 8 and 1 double evolute(s); the cusps being in each case spaced by 2¢* along the gen-
erating circles. It is clear from these sections that a cut along k, = 0 will be symmetri-
cal (2mm) for (a;) but asymmetric for (ay). (I)

Figure 12-23 shows different sections k, = constant of the diffraction space of the
same 10-layer tubule (7 = 9°82) but with different initial stackings. In (a), (a;) and (a,)
the initial stacking is ABAB... whereas in (b)(b;) and (b,) the initial stacking is
assumed to be random in z, and ¢,. In the latter case the cusps of the evolutes occur
in random positions along the generating circles giving rise to diffuse coronae of the
type described above. Note the 2mm symmetry of the pattern in (b), as well as the
long streaks.

12.4.7 Alternative models for cylindrical tubes

12.4.7.1 Polygonized tubes

There has been some speculation concerning the exact nature of the microstructure
of nanotubes. The coaxial cylinder model is undoubtedly a valuable approximation
and most observations are consistent within this model. However the available evi-
dence, mainly based on the observation of equal numbers of c-lattice fringes in both
wall projections, is not unambigeous. It has been suggested that the cross section might
be polygonal rather than circular; also a number of observations suggest that certain
tubules are in fact in part scrolls. We will briefly discuss these different possibilities.
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The observation of singular extra wide fringes in one of the walls was taken as evi-
dence by Liu et al. [38] for the polygonal character of the tubes. Liu et al. [37] found a
change in the apparent tubule diameter on tilting, which they interpreted as meaning
that the tubules were not circular. However it should be pointed out that the pentago-
nal cross section proposed by these authors implies that for certain viewing directions
all fringe spacings in one wall would be larger than those in the other wall which is not
observed.

Electron microscopic cross-section views, which would allow to settle this question,
are almost impossible to obtain and moreover it is difficult to distinguish between the
image of a polyhedral particle and a tubule cross section. Attempts were nevertheless
made without a clear cut conclusion however.

A different type of polygonization was proposed in [29], [39]. It was noted that the
circumference increase between successive graphene cylinders implies the insertion in
the outer cylinders of extra material schematically in the form of wedges with their
cutting edges parallel to the tubule axis. The extra elastic energy associated with these
wedges will be smallest if this extra material is distributed as uniformly as possible
along the periphery. However the arrangement must also be compatible with the
atomic structure of matter. The smallest wedge which can be considered is thus the
edge of a single half plane of atoms as occurs in a pure edge dislocation. The optimum
configuration will thus be realized if parallel edge dislocations with the smallest Bur-
gersvector compatible with the graphite structure and all of the same sign are
arranged equidistantly along the periphery. Such a configuration is induced by the
mutual repulsion of such dislocations in the same “glideplane”. Moreover the interac-
tion between parallel edge type dislocations of the same sign in parallel “glide planes”
tends to align the dislocation lines in vertical walls. Between coaxial graphene cylin-
ders this would lead to the formation of tilt boundaries consisting of partial disloca-
tions in radial planes. Multishell tubules would thus become polygonized as soon as
several layers have been formed. The main driving force for this type of polygoniza-
tion is the possibility to adopt low energy stackings such as hexagonal (AB ...) or
rhombohedral (ABC ...) graphite within the flat facets between two walls. Electron
diffraction has given evidence for the occurrence of such stackings in volume elements
large enough to produce electron diffraction spots corresponding to such stackings.

Since the number of such radial dislocation walls is of the order of 18, depending
slightly on the chiral angle the deviation from circular shape would be relatively small
and difficult to deduce from morphological features.

12.4.7.2 Scroll model

In one of the walls of a number of straight tubules anomalously wider 00.2 fringe
spacings are observed. This was attributed to the hypothetical pentagonal cross sec-
tion of the tubule [40]. However the anomalous fringe spacings have also been
explained by assuming the tubule to have in part scroll character. According to this
model the anomalous spacing is associated with the edge on view of the supplemen-
tary “halfplane” of an edge dislocation parallel to the tube axis. Such anomalous
spacings can be observed in Fig. 12-24, and a schematic representation is given in Fig.
12-25.
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Figure 12-24. Carbon nanotubes showing singular spacings indicated by arrows between successive gra-
phene planes.

12.4.8 Variously shaped carbon fibres

12.4.8.1 Helix shaped tubes

Nanotubes can be bent due to deformation (see further) or due to growth. The
introduction of diametrically opposed pentagon-heptagon pairs causes bending of the
tube over an angle of 30° [41, 42]. Such tubules in different forms have been observed
experimentally in catalytically grown nanotubes and different examples are shown in
Fig. 12-26. At low magnification the curvature seems to be continuous; at high res-
olution however the polygonised nature of the tubule becomes evident [43]. A model
for the growth of such coiled nanotubes can be found in [44].

The equation of the axis of the helix shaped tubule can be represented in cartesian
coordinates by x = Rcosy, y = Rsiny , z = (p/2n)yy where p is the pitch of the helix
and R the radius of the cylinder on which the helix is wound. The inclination angle is
tgd = p/2nR. The local axis of the tubule describes a cone with semi apex angle % -0
about the axis of the helix.
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observed in Fig. 12-24.
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Figure 12-26. Different observations of coiled helix shaped nanotubes grown by the catalytical method.



384 Van Tendeloo
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Figure 12-27. (a) 0002 locus in reciprocal space of a straight tubule, perpendicular to the tubule axis.

(b) Effect of rotation on the 0002 locus. (c) The 0002 locus for three different azimuths. (d) Final shape
of the 0002 locus of a continously coiled helix, found from (c) by superposing the 0002 loci for all possi-
ble azimuths.

To discuss reciprocal space we locally replace a segment of the helix shaped tubule
by a straight segment of which the axis has the same local orientation as that of the
helix shaped tubule. We exclusively focus attention on the 00.¢ reflections which in
the case of straight tubes produce sharp spots. The loci of the 00.¢ (¢= 2, 4 ...) nodes
are circles with radii equal in length to gy, and which are situated in planes normal to
the local tube axis through the origin of reciprocal space. For a circular, continuously
curved helix these circles completely fill a band with an angular width 26 parallel to
the equator of the sphere with radius gy, centered on the origin (Fig. 12-27).

The diffraction pattern, with the electron beam normal to the helix axis, is now the
intersection of this band with the Ewald plane. It thus consists of two continuous arcs
with an angular width 26. The intensity distribution within the arcs is not uniform the
extremities exhibiting a larger intensity than the central parts. Where only a single
turn of the helix is selected it is found that the arcs are “spotty” the extremities exhi-
biting a larger density of spots than the central parts. The spotty nature of the arcs
clearly suggests that the helix is not continuously curved but consists of small straight
segments, i.e. the helix is polygonized. Also the direct space images support this view.
The helix shaped tubule periodically exhibits sharp bends. Such a bend is formed each
time a pentagon-heptagon pair occurs in the tube, the pentagon and the heptagon
occupying diametrically opposite position. Moreover the line connecting the pentagon
with the heptagon has to change systematically in azimuth. Mechanisms which gener-
ate such structures are discussed in [39].
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12.4.8.2 Conically wound whiskers

Conically wound multishell fibres have been observed in synthetic serpentines [45].
Under rather special conditions also conically wound columnar fibres of carbon can
be grown on a silicon carbide substrate by the cracking of carbon monoxide. The axis
of the cone is then parallel to the fibre axis. Such fibres are scrolls i.e. they consist of a
single wound up sheet of graphite. In the case of the serpentines the cones have an
acute apex angle but in graphite the cones are rather flat the cone angle being roughly
140°.

The cones can be obtained by the following imaginary operation. In a sheet of
graphite an ending slit is made and subsequently the two lids are superposed over a
sector with opening angle 0. The result is a cone with a semi-apex angle ¢ given by the
simple relationship 6 = 27 sin . For certain values of § corresponding to symmetry
rotations of the sheet (0 = k 60°) the two lids of the sheet can be superposed in a nor-
mal graphite stacking. Other epitaxially favourable stackings, corresponding to a high
density of coinciding lattice sites, can occur for certain 6 values. Such #-values lead to
preferential semi-apex angles.

The sheet exhibits moreover two radial steps associated with the boundaries of the
sector of overlap. Further lateral growth preferentially along the steps generates the
conically wound columnar “crystal” which is in fact a single helicoidal surface.

Each turn of this helicoidal surface has a structure which differs in orientation with
that of the two adjacent turns by an angle 6.

The most informative diffraction pattern is that obtained along the zone parallel to
the cone axis i.e. roughly perpendicular to the conical cleavage plane. Such a pattern
shows circles due tot 1010 and 1120 type reflections along which spots are regularly
spaced. The pattern usually exhibits an N-fold rotation symmetry where N is a six
multiple which may be as large as 126. It is in fact a composite consisting of the super-
position of hexagonal patterns due to individual successive sheets which differ by a
constant angle. This can be proved directly by showing that the orientation of the
complete pattern of spots depends on the position of the selector aperture (i.e. on the
selected area) with respect to the emergence point of the fibre axis.

12.4.9 Defects in tubes

12.4.9.1 Caps

Most tubes are terminated by a polyhedral cap or dome, which may ideally be one
half of a fullerene cage. The closure of the cap requires the presence of six pentagonal
meshes which introduce convex curvature. High resolution imaging has made it possi-
ble to visualize the geometry of these caps by revealing the angular bends in the
graphene sheets caused by the pentagonal meshes. An example is shown in Fig. 12-
28b. As is often the case the closure of the multishell tube takes place progressively
i.e. concentric tubes close in successive stages. First the inner tubes close, afterwards
the more outer ones. The tube presumably grows in length as long as the tip is open so
that atoms can be added at the edges of the cylindrical sheets. As the growth condi-
tions change the formation of pentagonal meshes instead of hexagonal ones may
become probable and closure of the inner tube may take place hereby terminating the
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Figure 12-28. HRTEM images of different configurations of nanotubes a) a perfect, straight tube
b) closure of a tube in different stages. ¢) “bamboo” like configuration of an inner closure of the tube.

length growth of these tubes. However the more outer tubes may continue to grow for
a while hereby overshooting the already closed ones, but also close somewhat later. In
this way complicated arrangements of successive caps may be formed.

12.4.9.2 “Bamboo” microstructure

A somewhat exceptional arrangement of closed inner tubes is shown in Fig. 12-28c.
A number of inner tubes becomes closed but at the same level a similar number of
inner tubes is “reformed, leaving a “bamboo-like” compartement dividing the multi-
shell tube into two separated parts. The deviding wall is apparently common to the
two sets of inner tubes. A plausible model for such a wall is represented in Fig. 12-29,
assuming implicitely that along the periphery of this common wall sp;-bonded carbon
is present.

) S

r“"Aw‘*

Figure 12-29. Schematic model for the “bamboo” like configuration observed in Fig. 12-28c.
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Figure 12-30. A 30° bend accompanied by a change in diameter.

12.4.9.3 Bends

Figure 12-30 represents a bend accompanied by a change in diameter in an other-
whise straight multishell tube. A model for such a bend consists of a pentagon-hepta-
gon pair in diametrically opposite parts of the tube situated in the plane determined
by the axes of the two tubes [41]. The theoretical angle, which ensures continuity of
the graphene sheet where the latter is parallel to the plane of the bend, is 30°. The
observation confirms this theoretical value [41, 42]. Molecular dynamics predicts a
somewhat larger value for small size single shell tubes [46].

12.4.9.4 Deformed tubes

The HREM observation of bent nanotubes revealed the presence of numerous
kinks along their inner rims, which is under compressive stress. However on removing
the constraints the fibre was found to recover its original shape, showing that even a
severe deformation is still elastic in nature.

Radial deformation of nanotubes can be revealed by measuring the variation of the
0002 fringe spacing in the images of juxtaposed parallel tube pairs interacting by Van
der Waals focus. In the contact region the tubes are flattened, accompanied by a
decrease in the c-spacing.

Complete flattening of isolated nanotubes seems to occur occasionally in multilayer
tubes. The cross section then consists of a flat ribbon like part, in which the graphite
layers in both walls are in parallel contact, termined by strongly curved borders. This
shape is stabilized by the Van der Waals attraction between the parallel parts.

Low magnification CTEM was recently used to estimate Young’s modulus of single
multishell tubes [47]. Tubes clamped at one end only, as in a cantilever, vibrate con-
stantly as a result of thermal agitation. The instantaneous positions of the fibre can of
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course not be observed however the extreme positions can nevertheless be recorded
and hence the amplitude of vibration can be measured as a function of temperature.
From such a measurement the magnitude of Young’s modulus can be estimated. It is
found that carbon nanotubes are much stronger than the carbon fibres used so far for
the reinforcement in composite materials [47].

Figure 12-31. a) Low magnification TEM of nanocables b) A magnified image showing the crystalline
core and an amorphous surface layer. The selected area diffraction pattern (inset) indicates the crystal-
line core is f-SiC with the <110> axis parallel to the electron beam. ¢c) HREM image of the nanocable
structure. The upper left insert shows the magnified lattice fringes of the outer carbon-BN layers. The
lower right insert shows a magnified image of the f5-SiC core. (courtesy S. Iijima [46])
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12.4.9.5 Filled nanotubes

Tubes can be “opened” by the selective oxydation (i.e. burning) of the caps. A car-
bon nanotube then becomes a capillary tube with a nanometer size diameter. Where
the end of such a tube is brought in contact with a liquid that wets the carbon surface
very strong capillary forces cause the liquid to be sucked into the tube. The filling of
nanotubes with liquid metals can be observed by means of CTEM. Ajayan and Iijima
where the first to observe this effect [48]. A different method is to mix the material to
be encapsulated in the rod used for arc discharge. At the present moment the latter
technique gives the better results as to the formation of long nanowires. Not only met-
als can be incorporated but also semiconductors or compounds such as SiC. A nice
example of modern nanotechnology is shown in Fig. 12-31 where a f$-SiC is sur-
rounded by a SiO; layer, within a graphitic nanotube (courtesy S. lijima) [49].

12.4.10 Chiralty of straight tubes

Classical dark field diffraction contract images allow us to determine the sign of the
chiral angle 6 i.e. to determine whether the tube is right or left handed. The meaning
of right and left handed is obvious for a single helix since it is an intrinsic property of
the helix. However the same simplicity does not apply to carbon nanotubes. Any car-
bon nanotube can be considered as consisting of “parallel” helical arrangements of
carbon atoms which can be chosen as either all right handed or all left-handed wound
on the same cylinder. Through each point on the cylindrical surface of a chiral tube
one can always find two carbon helices of one hand and one of the opposite hand.
This is a consequence of the hexagonal symmetry of the cylindrical graphene sheet.
The same ambiguity exists for all tubes formed from sheets with hexagonal symmetry.
However conventionally one can attribute a hand to a tubule by considering a well
defined parallel set of helices as representing the hand. One can for instance choose
the set with the smallest pitch as representative of the hand.

For diffraction purposes it is more convenient to focus attention on the hand of a
family of helicoidal surfaces, for instance one of those leading to the streaked reflec-
tions of the type {1010}0. By convention one can for instance consider as representa-
tive the family of helicoidal surfaces of which the corresponding diffraction vector
encloses the smallest angle with the projected axis i.e. which produces the smallest
corona.

On tilting in a known sense about an axis perpendicular to the tube axis, the
streaked diffraction spots produced by the chosen corona can be made to coincide
into a single streak situated on the projection of the tube axis. A dark field image
made in this single streak then exhibits an asymmetry in the brightness of the wall
images, one wall showing up brighter than the other one. The sense of this asymmetry,
together with the known sense of tilting, is representative of the hand of the consid-
ered family of helicoidal surfaces. The observation technique, which is not simple to
apply to polychiral multishell tubules is described and the contrast effects explained
in detail in [50].
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12.4.11 Onions

12.4.11.1 Formation

When heating carbonaceous material such as amorphous carbon, carbon nanotubes
or even diamond at high temperature a sufficiently long time (tenths of minutes) by
intense electron beam irradiation in the electron microscope so called “onions” are
formed, as was first shown by Ugarte [51] using high resolution electron microscopy.
The combined effect of heating and of increased mobility as a result of knock-on dis-
placements seems to be responsible for the formation process. It suggests that onions
are stable under the adequate conditions.

12.4.11.2 Morphology

The onions consist in fact of concentric closed cage fullerene molecules. With
increasing size spheroidal fullerene cages tend to become polyhedral containing
graphite like facets connected along twelve pentagonal meshes at the summits of
twelve flat pentagonal pyramids. However in onions the concentric cages seems to be
more spherial than predicted for the corresponding molecular cage of the same size.
Electron diffraction patterns of single onions are Debye-Scherrer like with some small
reinforcements along the graphite rings.

12.4.11.3 Onions as pressure cells

Onions consist of concentric all carbon cages the spacing between successive shells
being roughly the ¢/2 spacing of graphite. In large multishell onions the interlayer
spacing, as deduced from high resolution images, decreases towards the centre sug-
gesting that the central part is under high pressure. This was shown directly by proving
that in the centre of large onions tiny diamond crystals can be formed as deduced
from their diffraction pattern and from the high resolution image. An image is repro-
duced in Fig. 12-32 [52, 53].

12.5 Conclusions

With the combined use of electron microscopy and electron diffraction it is possible
to fully characterize the geometry of both single shell and multishell carbon nano-
tubes. The purely morphological features such as shape, diameter and length can be
obtained by CTEM and HREM. The chiral angle, and hence the Hamada indices, can
be derived from the diffraction pattern, which also contains the information required
to correct this angle for inclined incidence of the electron beam.

Conventional dark field electron microscopy makes it possible to determine the
sign of the chiral angle i.e. the hand of a representative family of helicoidal planes. It
also allows in principle to determine the geometrical features of successive isochiral
clusters of tubes in a multishell tube.

On the basis of the kinematical diffraction theory one can interpret a number of
image features in terms of the local stacking of the graphene sheets. Also the geom-
etry of ropes of single shell tubes can be studied using these techniques.
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Figure 12-32. Spherical particle consisting of onion like shells with a monocrystalline diamond core, 10
nm in size. The core shows the (111) lattice fringes of diamond. The particle was generated under elec-
tron irradiation at 730°C. (courtesy F. Banhart [49])

High resolution electron microscopic images and the corresponding electron dif-
fraction patterns have been of great use in studying the different phases, as well as the
microstructures associated with the transitions between the different phases of Cgg
and C;y molecular crystals.

The successive stages in the de-intercalation process of iodine loaded Cg single
crystal fragments have been followed “in situ”.
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